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ECONOMIC PROCESSES AND IMPACT OF HUMAN
PROPENSITIES — ECONOMETRIC PERSPECTIVE

The article explores the two types of propensity theories with respect to economic activities.
According to the main hypothesis, such category as propensity gives the possibility to take into
account certain aspects of human behavior. Econometric methods that give possibility of taking
propensities into account are introduced. These methods are proposed for different types of statisti-
cal data (cross sectional, panel and time series data). The empirical example is given in which a
model containing measures of propensities in a set of explanatory variables is compared to econo-
metric model without such variables. The model in which the impact of propensities is taken into
account turned out to be better in all the considered aspects (parameters' interpretation, goodness
of fit, information criteria etc).
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Mapiym JTomuH .
BILIIUB JIIOJCBKHNX CXUJIBbHOCTEN HA EKOHOMIYHI
ITPOLIECU: CITPOBA EKOHOMETPUYHOI'O AHAJII3Y

Y cmammi nadano 02410 060x 2pyn meopiii Ar00COKUX CXUAbHOCHEU 6 eKOHOMIMHOMY
xonmexcmi. Kamezopia "cxuavnicms " dae moxcausicmo epaxyeamu énaue A00cvkoz2o paxmopy
Ha exonomiuni npouecu. Ilpeocmasaeno exonomempuuni memoou, w0 Gepymo 0o ysazu Oawy
kamezopito. Taxi memoou moxcymv Gymu 6uKopucmani 04: pizHux 6uoie Cramucmu4Hux 0anHux
(mixceaayseei, naneavHi oani, wacosi psou). Ha npaxmuurnomy npukaadi nopiensno 06i mooeai —
00Ha 6paxo8ye AOCHKI cXuabHocmi, inwa — Hi. 3a écima NoKasHuKamu — IHmepnpemauis
napamempie, Kpumepili €ionogionocmi, ingopmauiinui kpumepiii mowo — moodeib 3
YPAxXyBaHHAM AIOOCLKUX CXUAbHOCMEH NPOOeMOHCMPYBAAA GUULY MOYHICMb.

Karouosi caoea: cxunvricms; eKoOHOMemMpUUHULL AHANI3; BUHAYEHHS Mipu enauey; modeai VECM
i VAR; nanenwHi dani.
Tab6a. 3. Puc. 1. Dopm. 19. Jlim. 12.

Mapuym ommx .
BJIMAHUE YEJIOBEYECKHX CKJIOHHOCTEHA

HA DKOHOMUWYECKUE ITPOLIECCHI: IIOIIBITKA
BKOHOMETPUYECKOI'O AHAJIU3A

B cmamve dan 0630p déyx epynn meopuii weaosemeckux cCKAOHHOCHEN 8 IKOHOMUHECKOM
xonmexcme. Kamezopus "ckaonnocms " nozeoasem yuecmon ausiHue yeao06e4eckozo paxmopa na
IKoHomuueckue npoueccvt. Ilpedcmaeaenvt 3K0HOMempuueckue memoovt, KOMmopole
yuumoléarom 6 ceoux pacuémax Oawmuyro Kamezopuro. Jlannvie memoodvt mozym 0Gbimo
UCNOABb306AHbL 0451 PAAUMHBIX 6UO08 CIAMUCHUYMECKUX 0AHHbIX (Mexcompacaiesvie, NaHe bHble
dannvle, eépemennvie psaovt). Ha npaxmuueckom npumepe cpasnenvt dée modeiu —
yuumolearowas 4eioeeveckue ckionHocmu u ne yuumoviearowias. Ilo ecem noxazameasm —
uHmepnpemayus napamempos, Kpumepuii cOOMEenmcmeus, UHMOPMAuUOHHbLI Kpumepui u
m.n. — mModeab ¢ y4€nmom 4ea06e4ecKux CKAOHHOCHel npodemMoHcmpuposala 6onee biCOKYIo
mo4HoCHb.

Karouesvie cao6a: ck10HHOCMb; IKOHOMEMPUYECKULL AHAAU3; OnpedeneHie Mepbl 6AUHUS, Modeal
VECM u VAR; nanenvHbie Oarmbie.
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1. Introduction

It seems that in economic theory there is a need to find tools enabling the analy-
sis of impact of some aspects of human behavior on socioeconomic processes.
Propensities could be treated as a proposal of such a category. What is propensity?
According to the proposed definition, propensity is a "slope of attitude" towards
something (or somebody) increasing a probability of certain events (Hozer, Doszyn,
2004). How could the impact of human propensities be taken into account? An
answer to this question depends on the nature of statistical data (type of econometric
model being estimated). The influence of propensity should be estimated differently
in case of spatial data models, time series models and panel data models. The issues
connected with econometric procedures are discussed in the next sections.

2. Chosen theories of propensities

The philosophy literature offers generally, the two types of propensity theories,
which are mostly used in probability theory. The first group consists of the theories
based on the findings by K. Popper. According to him, propensity is a disposition that
is a result of all important factors in a given situation. This disposition produces fre-
quency that is an estimate of a propensity. In this attitude propensity is a characteris-
tic of a whole situation.

The second group includes theories stating that propensity is a characteristic of
an object. This view was proposed by C. Peirce. In economic analysis, a single person
or a group of people is assumed to be an object. Human propensities depend mostly
on internal (psychological) structures of people or, in other words, on subjective fac-
tors. In this article propensity is a property of a given person (or groups of people).
Propensity is treated as a specific set of psychological features that increases proba-
bility of certain events.

In economics propensities were introduced by J.M. Keynes in his famous book
"General Theory of Employment, Interest and Money" (Keynes, 2003). He proposed
such categories as marginal and average propensities (to consume, save, invest,
money storing). According to J.M. Keynes propensity to consume should be under-
stood as a functional dependency between consumption expenditures and income
(Keynes, 2003). J.M. Keynes treated propensity as a functional dependency between
certain variables and this dependency is a result of both objective and psychological
factors. J.M. Keynes theory could be assigned to the first group of propensity theo-
ries, where propensities are related to whole situations. Subjective (psychological)
features of people (human propensities) are just the factors that create propensity of
a whole situation.

K. Popper tried to find the objective theory of probability that could provide
objective probabilities for single events (singular probabilities). The advocates of fre-
quency theory of probability denied that objective probabilities for single events could
be introduced. According to them, probabilities are limiting frequencies of events that
could be estimated in long (infinite) collectives. K. Popper made a suggestion that
singular probability might be taken as equal to its probability (frequency) in a collec-
tive as a whole.

In frequency interpretation probability there is a property of sequence (collec-
tive). In K. Popper's interpretation of propensity, generating conditions are consid-
ered as endowed with a propensity to produce observed frequencies. Popper's theory
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means that it's legitimate to introduce probabilities on a set of conditions even if the
number of experiments is not large. It is not possible in the frequency interpretation
of probability.

C. Peirce thought that propensities are properties of objects (dices, coins, human
beings): "to say that the die has a "would-be" is to say that it has a property, quite anal-
ogous to any habit that man might have. Only the "would-be" of the die is presumably
as much simpler and more definite than the man's habit as the die's homogenous
composition and cubical shape is simpler than the nature of the man's nervous system
and soul" (Gillies, 2000).

In C. Peirce's view propensity describes property of an analyzed object. In case
of human beings propensities are mostly psychological properties. Human propensi-
ties manifest themselves as certain patterns of behaviors.

The same concept is used in the presented article where propensities are under-
stood as factors describing psychological aspects of human behaviors that make prob-
abilities of certain events higher. Propensities are generalized psychological causes of
events. When objective circumstances are determined, propensities increase proba-
bilities of given occurrences. Propensity could be treated as a category that enables
analyzing impact of psychological features on socioeconomic events. This attitude to
propensity is analogous to C. Peirce's conception where propensities are treated as
properties of objects (dices, coins, human beings) and not as characteristics of situa-
tions.

3. Econometric methods of analyzing the impact of human propensities on eco-
nomic regularities’

The type of econometric tools that could be used in analyzing the impact of
human propensity on economic processes depends on the knowledge about given
propensity. It is much easier to determine the influence of propensity whether a pri-
ori knowledge about certain propensity is available. This a priori knowledge could
originate from psychological, sociological, medical, cultural or anthropological stud-
ies.

Propensities could be quantitatively presented in various manners. For instance,
propensity might be expressed as a dummy variable equal one if a given object (per-
son, collectivity) exhibits propensity and zero otherwise:
_ O.,ifi- the object has propensity, 1

,ifi-the object doesn't have propensity. o

In many cases econometricians have to use aggregated data. Propensity could be
then measured by means of frequency and trigonometric method (Hozer, Doszyn,
2004). In frequency method propensity is calculated by the following formula:

sq=m;/n; 2)

S;

where:
s; — frequency measure of propensity of i-th collectivity,

m; — number of objects (people) that have propensity in i-th collectivity,
n; — number of all objects (people) in i-th collectivity that might have propensi-

ty.

2 Considerations presented in this section are the development of the ideas presented in (Doszyn, 2012).
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Propensity could be also presented by means of a trigonometric measure. In case
of the trigonometric method propensity is defined as a specified angle (see Figure 1).

1 Sfi

q

Sfi
Source: individual study.
Figure 1. Trigonometric interpretation of propensity

Propensity is measured by means of angle a;. Tangent of this angle is obtained as
follows:

tga, :;’ (3)

fi
sy — frequency measure of propensity of a given object (collectivity).

It could be easily seen that the higher is propensity, the higher is the "slope” (and
lower is the angle a;). Trigonometric method should be treated as a supplementary
mode of presenting intensity of the analyzed propensity.

If we possess a priori statistical knowledge about certain propensity, we could add
a certain variable to econometric model as an independent variable. Depending on
the type of statistical data propensity in form of variables (1) and (2) might be used.
Estimates of the parameters next to such variables inform us about the impact of given
propensity on the analyzed process.

In case of spatial data model with a priori knowledge about propensity in the
form of frequency measure of propensity (Sy), the impact of propensity could be esti-
mated as:

K
Yi :Zajxji+ak+1sﬁ+ui7 4)
j:

y; — dependent variable,

Xj; — independent variables,

a; — parameters (j = 0,1,...,k+1),

u; — error term.

Variable s;; tells us about the intensity of propensity and a,.,; informs about the
impact of propensity on the analyzed process. Of course, econometric models could
contain many propensities as independent variables, if this is sensible.

In case of spatial data models propensities of many objects in one time period
might be analyzed. If we have time series data for one object, we could analyze
propensities of this object in many time periods.

Economic time series are very often integrated and cointegrated (Hendry,
Juselius, 2001; Johansen, 1991; Johansen, 1995). Let's say that we have the system of
two variables:

Y =0, +a,x; +a,s;, +u,, (3)
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where u; is the white noise process. Values of y; are increased by a factor a,s; which
is an impact of a certain propensity s;. Similarly, variable s; could be a dummy vari-
able s; = 1 if a given object shows propensity in period t and s; = 0 otherwise. What is
important, the impact of propensity in case of time series data (for one object) could
be analysed only if a priori knowledge about certain propensity is available.

Let's assume that variable x; follows random walk with drift:

Xt:y+Xt—1+Et’ (6)
where &;is independently and identically distributed process with zero mean and con-
stant variance.

If variables y; and x; are cointegrated, it is possible to write equations (5) and (6)
in a VAR form (Doszyn, 2012):

LT VRS HAR BETE o

or in the VECM form:

R e

It is worth to notice that in VECM we have differences of variable (As;) that
shows presence of propensity. Whether we add variable s, to the model (8), the result
would be an accumulation of impact of propensity in time, what is rather unlikely.

Previous procedures are justifiable if we have a priori knowledge about propen-
sities. But how to analyze the impact of propensities in other cases? Sometimes we
suspect that an analyzed process should be modified by an impact of propensity but
we do not have information originating from other kind of studies. The following pro-
cedure gives us a possibility to take impact of propensity into account in such cases.

Influence of propensities is often present in case of spatial or panel data where
we have the effects from actions of many different objects (people). Let's say that we
have the following model for spatial data:k

= +
y/ ];G[X]I U (9)
where
— dependent variable,
x; — independent variables (external, objective factors), j = 1,2,..k,
a; — parameters (j = 0, 1,...,k),
u; — error term,
i=1,2,...n, n — the number of objects.
Model (9) should contain all important, external, objective factors. The impact
of given propensity might be analysed by means of dummy variables d;:
o, =1ifp=i
S =0ifp#i (10)
Variable d,, = 1 for object p and dj, = 0 for all remained (n — 1) objects. Index p
equals 7,2,...n, respectively.
The following procedure is proposed to take the impact of propensity into
account (Doszyn, 2012):
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1) estimation of n models of thke type:
yl':Z)anji"'Vpdp"'Ui’ (11)
where p = 1,2,...,n. "
2) verification of the following hypothesis in all n cases:
Hy:y, =0 (12)
H1 Yo > 0. (13)
If Hy is rejected for variable dp, this variable is in next step added to the model
(9) as an independent variable.
After the addition of variables d, to the set of independent variables these two
steps are repeated for remained dummy variables. The whole procedure stops when
in all considered cases there is no reason to reject H, (or the degree of freedom is too

small to add another dummy variable as an independent variable).
Eventually we obtain the following econometric model:
k

YI:;anji+Zy/dI+ui’ (14)

where d, are these variables d, for] which hypothesis (12) in all undertaken steps was
rejected. After the implementation of the presented procedure we could find objects
in which the level of the analyzed occurrence is higher than in other objects. In some
cases we could treat this as a verification of a hypothesis stating the impact of speci-
fied propensity.

In case of panel data the influence of propensities could be estimated by means
of models with fixed effects. In fixed effects models we might assume that propensi-
ties manifest themselves by individual effects (if model contains all significant, exter-
nal, objective factors).

Fixed effects model could;be written as:

n-1
y,'t:ZB/‘Xﬁt"'Go"'Zaid;"'sit’ (15)
yi — depended variable, I l
X;; — independent variables (objective, external factors), j = 1,2,...,k,
a, — common constant term,
B, a; — parameters, i = 1,2,...,n-1,
d/ =d; - d, — dummy variables,
d; — dummy variable equal 1 for i-th object and 0 otherwise,
d, — dummy variable for omitted object n,
&; — error term.

In model (15) it is assumed that:

Z a,=0 (16)
= n-1
a, = —Z a,. (17
=1
Parameters a; next to transformed dummy variables d;” inform to what extent the
level of the analyzed process is higher (in comparison to "average" level) due to

object's specificity. In some cases this specificity might be a result of certain propen-
sity which gives possibility to determine propensity's influence.
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4. Empirical example

To verify whether taking propensity's measures into account makes an econo-
metric model better, two models were estimated: the model with propensities as an
independent variable and the model without such a variable®:

Iny, =-13,029+0,486Inx,; +2,346Inx.; +0,450In x; (18)
(-2,335) (2,377) (1,931) (3,875)

Iny, =0,066+0,676Inx,; +O715Ins +0,236Ins,,. (19)
(0049) (3 843) (4 924) (1,842)

where

y; — average expenses (in zl per person) for tobacco and alcoholic beverages in
voivodeships in Poland in year 2004,

X4; — average disposable income,

— price index of tobacco and alcoholic beverages,

Xg; — share of urban population,

Spi — frequency measure of propensity to smoke cigarettes (fraction of adults
who smoke cigarettes every day),

S, — frequency measure of propensity to drink alcohol (fraction of adults who
drink alcohol 1—4 times a week or more often).

Variables y; and x,; were corrected due to inflation and presented in the prices of
2009 year. All estimates, except constant term in (19), are statistically significant (sig-
nificance level a = 0, 7).

It is easy to notice that the addition of In s,,; and In s,; eliminates variables In X5;
and In xg; . It is worth to add that estimate next to In x;; is positive and quite high
which is not consistent with the economic theory. After frequency measures of
propensities were added, variable In x5; was eliminated.

What could it mean? Propensity to smoke cigarettes and drink alcohol could
make consumers insensitive to changes of prices for these products. Propensities
might have caused that prices weren't so important. Adding frequency measures of
propensities eliminates also differences by place of living (variable /In xg; ).

Model (19) with propensities in the set of explanatory variables has lower stan-
dard error (S;) and higher adjusted determination ratio (R?). On the basis of the
empirical significance levels in F-test we could say that explanatory variables' combi-
nations were important (Table 1).

Table 1. Standard error (Sg), adjusted determination ratio (R?) and empirical
significance levels in F-test in models (18) and (19)

St atistics Model (18) Model (19)
Se 0,062 0,054
R2 0,819 0,863
Pemp 0,000 0,000

Source: own calculations.

The values of logarithm of likelihoood function (LW) and information criteria
such as AIC, BIC and HQC were better in case of model in which the influence of
propensities is taken into account (Table 2).

3 In the brackets t values are presented.
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Table 2. Logarithms of likelihood functions (LW) and information criteria
in case of model (18) and (19)

Criterium Model (18) Model (19)
LW 24,001 26,235
AIC -40,002 44,470
BIC -36,912 41,380

HOC -39,844 44,312

Source: own calculations.

In case of both models hypothesis stating normality of residuals as well as
hypothesis assuming homogeneity of residuals can't be rejected (significance level
a=0,1) (Table 3).

Table 3. Empirical significance levels in Doornik-Hansen test (normality of
residuals) and White test (homogeneity of residuals) in models (18) and (19)

Statistics Model (18) Model (19)
Doornik—Hansen test 0,784 0,499
White test 0,390 0,123

Source: own calculations.

Generally, the model (19) with frequency measures of propensities as an inde-
pendent variable is better in all considered aspects. In model (19) the estimates of
parameters have better interpretation, goodness of fit is higher and information crite-
ria have more desirable values.

Concluding remarks

Economic processes depend both on subjective (psychological and sociological)
and external, objective factors (income, prices, interest rates etc). In many cases psy-
chological and sociological causes might be identified with human propensities.

In the presented concept propensity could be viewed as a set of psychological
features making probabilities of certain events higher in given objective circum-
stances. It is different than in most theories of propensities analyzed mainly in prob-
ability theory where propensities characterize not psychological features but whole
situations. Also in J.M. Keynes' view, propensities depend not only on subjective but
also on objective factors.

The main objective of the article was to propose econometric tools enabling the
identification of the impact of human propensities on socioeconomic processes. A
method of analysing the impact of propensities is related to a priori knowledge about
propensities. That kind of knowledge could originate from psychological, sociologi-
cal, anthropological, medical or cultural studies. If we possess a priori knowledge
about propensities we could add certain variables representing propensities to a set of
explanatory variables of an econometric model.

If a priori knowledge about propensities is not available, we could use the proce-
dures proposed in this article to verify the hypothesis about the influence of propen-
sity. Also panel data models with fixed effects might be used in the situation of lack of
a priori knowledge about propensities.
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