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DEVELOPMENT OF INFORMATION ANALYSIS SOFTWARE
FOR THE MONITORING OF DISTRIBUTED OBJECTS
WITHIN SOCIOECONOMIC SYSTEMS

This paper describes software for monitoring of distributed objects based on a multi-level and
multi-dimensional model. The developed monitoring system allows for different points of view, cri-
teria and management objectives which will improve the efficiency of distributed objects.
Keywords: process monitoring; rapid data analysis; monitoring software; data mining; distributed
objects.

Ingipa YBanieBa, Cayne CM%DIOBEI, ®arpma Tapicda
PO3BUTOK IH®OPMALUINHO-AHAJIITUYHOT'O
IHCTPYMEHTAPIIO MOHITOPUHI'Y PO3IIOJAIJIEHNX OB’EKTIB
Y MEXKAX COIITAJIbHO-EKOHOMIYHUX CUCTEM

Y cmammi onucano incmpymenmapiic monimopunzy po3nodiienux o06’ckmieé Ha O0CHO8I
6azamopieneéoi ma 6Gazamoacnekmuoi mooeai. Popobaena cucmema mMoHimopunzy épaxogye
PI3HI mouKu 30py, Kpumepii, uiil ynpasiinus, wio 003604umo nidguwumu ehexmugHicmo Oisin-
Hocmi po3nodiienux 06’ckmie.

Karouosi caosa: monimopune npouecig; onepamusHuii ananiz 0anux, npocpamue 3abe3neueHHs
MOHIMOPUH2Y; IHMEACKMYANbHU AHAAI3 OAHUX; PO3N0JiNeH] 00 eKmu.
Dopm. 7. Puc. 6. Jlim. 13.
HMunupa Yeammena, Cayne Cmauninosa, @arbma Tapuda
PABBUTUE NTH®OPMAILIMOHHO-AHAJIUTUYECKOI'O

NHCTPYMEHTAPUA JUIA MOHUTOPUHTA
PACITPEJEJTEHHBIX OB bEKTOB B PAMKAX
COIIMAJIBHO-DKOHOMMNYECKUX CUCTEM

B cmamve onucan uncmpymenmauuti MOHUMOPUH2a pacnpedeaeHHblx 006eKn068 Ha 0CHOGe
MHO20YPOBHEB0l U MHO20ACNEeKNHOU Modeau. Paspabomannas cucmema MOHUMOPUH2A YHUNbL-
eaem pazaudHvle MOYKU 3PeHUs, KPUMEPUL, UeAU YAPAGACHU, YN0 N0360AUM NOGLICUMDb ek -
MUGHOCHIb 0esIMEAbHOCHU PACNPEOeAeHHBIX 006eKN08.
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Introduction. Decision-making management in various areas of human activity
is constantly reaching new levels of complexity. This is due, primarily, to continuous
growth of volume and dynamics of information flows that require careful analysis on
the part of decision makers (DM). With rapid growth of information dynamics and
structural complexity of contemporary society, the development of common princi-
ples, models and methods for monitoring of distributed objects basing on geographi-
cal location factors is an extremely urgent task.

Effectiveness of solutions directly depends on the level and quality of automation
of key processes associated with observation, assessment, monitoring and analysis
within the boundaries of subject area. In order to achieve this, 3 key issues must be
addressed:
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- the periodic problem of gathering raw statistical data describing the subject
area, both in terms of time and in different structural aspects;

- the problem of developing logical and physical structures for computer repre-
sentation of statistical information;

- the problem of developing software and hardware for processing statistical
information and implementation of various types of control algorithms, simulation,
optimization etc.

The object of this research is heterogeneous branching statistics of distributed
objects. The subject of our research relates to the models and methods for monitor-
ing processes of territorially distributed objects using multivariate databases of statis-
tical data and intelligent technologies.

The aim of this study is to improve the effectiveness of territorially distributed
objects by creating data analytical monitoring systems.

The following tasks have been set in order to achieve this goal:

- to develop a concept for monitoring of territorially distributed objects;

- to develop a multi-layered objects monitoring model;

- to develop a method for automated rapid collection and presentation of mul-
tidimensional data for monitoring objects;

- to develop a monitoring methodology based on the integration of intelligent
technologies;

- to outline the functional support and structure of information system that
monitors distributed objects.

In order to conduct this study the following methods have been used: the control
theory (Novikov, 2007), the graph theory (Diestel, 2005), geographic information
technology (Bugayevskiy, 2000), online analytical processing (OLAP) (Barsegyan,
2007), data mining and object-oriented design (Han, 2012).

Description of the existing monitoring approaches. The main functional objective
of the majority of known monitoring systems — integrated support for regulatory bo-
dies with complete, relevant and reliable information on the processes occurring in
the subject area.

As the result of the general survey, the following common problems and short-
comings of the existing systems can be highlighted (Bozhday, 2009):

-low level of system integration during the analysis of processes of various nature;

- the lack of integrated monitoring models that take into account inter-branch
collaboration;

- the lack of integration technology of various information-based approaches to
monitoring and spatial analysis within a single system.

The concept and model for monitoring of territorially distributed objects. Territorially
distributed objects (TDO) are to be understood as an array of elements of the socioeco-
nomic system; system integrity within the framework of spatial and temporal scales.
Since any socioeconomic system of regional (republican) scale is open and includes
objects of different spatial and thematic, the following components of monitoring
process are highlighted: level; subjects; informational space; territory (region).

To describe the forms of functions of territorially distributed objects monitoring
different levels of monitoring are identified. Aspects of monitoring include: territori-
al, informational and organizational.
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The theme of monitoring refers to different public and productive socioeco-
nomic sectors. For example, public health, economics, demography, education etc.

Information space of a monitoring system consists of the flows of information on
various subjects and aspects. 3 groups of information flows were created in order to
implement the monitoring system: internal, external and control. These 3 groups
form the information space of the monitoring system within the confines of this proj-
ect.

Since monitoring is interdisciplinary and multifaceted, it was decided to consi-
der geographical factors of monitored objects. Geographical location determines the
structural boundaries of monitored objects. Thus, monitoring is implemented for ter-
ritorially distributed objects.

The following principles of territorially distributed objects monitoring are iden-
tified (Bozhday, 2009):

- topical invariance in the field of monitoring;

- openness and interdependence of monitoring aspects;

- continuity between monitoring and geographic location of objects.

In order to create a generic monitoring model 4 areas of monitoring are identi-
fied: system-wide; logical; spatial and physical. Let us describe these aspects briefly:

- the system-wide aspect allows consider the monitoring process from the per-
spective of informational and organizational relationships between objects;

- the logical aspect allows consider the process of monitoring in terms of data
sharing;

- the spatial aspect allows considering the monitoring process taking into
account spatial and geographic location;

- the physical aspect allows considering the monitoring process taking into
account the telecommunication environment for data exchange during monitoring.

The 4 aspects of monitoring mentioned above allow the formation of a generali-
zed model with 4 distinct levels: model on the abstract-mathematical level, model on
the informational logic level, model on the informational space level, model of the
physical layer. A diagram of a multilevel model is shown in Figure 1.
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Figure 1. Diagram of a multilevel model, authors’ development

AKTYAJIbHI NTPOBJIEMW EKOHOMIKW Ne3(165), 2015



MATEMATHYHI METOAMN, MOAEJ1 TA IHOOPMALIIIHI TEXHOJ10TIi B EKOHOMILII7485

The mathematical toolkit of the theory of graphs was used to construct a genera-
lized multilevel monitoring model. The model is represented as a hypergraph struc-
ture the hyperedges of which are the result of the classification of monitoring objects
according to specific tasks. A generalized multilevel monitoring model takes the fol-
lowing the form:

M =MM + ML + Ml + MP, (1)

where MM — the model on the abstract-mathematical level; ML — the model on the
informational logic level; Ml — the model on the informational space level; MP — the
model of the physical layer.

The model on the abstract-mathematical level is represented as an MM hyper-
graph, consisting of two sets and a predicate:

MM =(V,U,P). (2)
The set finishes the hypergraph structure on the vertex level:
V={v,}i=12,..,N, (3)

where N is the total number of peaks corresponding to the number of elements in
monitoring.

Set U has variable power and describes a multilayer structure of a hypergraph at
the level of hyperedges:

U:{uj}ij:1,2,--,KSf,f:1,2,..,F; (4)
KS; S‘Uif|; (5)
— Zmax(kf)_zmin(kf).
aa KS, ’ (©)
D. = Zmax(kf)+/ufx(j_1) (7)
! Zoax(Ke) + 1 % J

where Vis the set of vertices of the hypergraph; N is the total number of vertices; U is
the set of hyperedges; P is a binary predicate that determines the incidence of vertices
and hyperedges of each layer; |u;] — cardinality of the set of nodes incident hyperedge
U, KS¢— the coefficient of classification problems for each fth criterion of the select-
ed; Znad Kr) and Z,io(Ks) — respectively, the maximum and the minimum of a set of
values corresponding to the criterion kg i — a step that determines the range of
objects in the criteria set Z(k;), entering the hyperedges fth layer; D; — the range of
objects in the criteria set Z(ky), falling within the hyperedge uj.

The applications of hypergraph models for the creation of monitoring systems
are described in (Avdeyeva, 2013). However, these models did not take into account
the simultaneous multiplicity of possible perspectives on the classification of the rela-
tionship between participants and monitored objects (only one dynamically changing
hyperedge layer was used, i.e. one perspective at a time). The proposed model has 3
major advantages:

- allows simultaneously analyse the relationship of the same structural elements
in various dimensions and from different perspectives;

- retains the systemic unity of monitoring real objects;
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- takes into account temporal dimension.

Application of fuzzy cognitive maps to monitoring of distributed objects. A cognitive
map was constructed in order to formalize the monitoring system of distributed object
as a set of concepts, display its systemic factors and identify cause-effect relationship
between them. The effectiveness of using the existing methods of construction and
application of cognitive maps as models for monitoring TDO is determined by the
following factors (Bozhday, 2009):

- the ability to visualize the monitoring process;

- the lack of the necessity for concepts prespecification;

- constructability, visibility and relative ease of interpretation of causal relation-
ships between the concepts;

- the ability to integrate the results of the analysis with appraisement methods.

An algorithm for constructing a cognitive map for the task of monitoring TDO
is shown in Figure 2.

The assignment of an agreed-upon list of concepts of a fuzzy
cognitive map of the monitoring system

v
Determination of synergistic Formation of cognitive matrix of mutual
relationships of causality between . influence and mutual coordination of
each pair of map concepts relations of concepts
v v

Determination of synergistic of the agreed
value of causality relations between each
pair of map concepts

v v

Construction of a fuzzy cognitive map |~ | Analysis of fuzzy cognitive monitoring map

Calculation of the monitoring
map’s system performance

Figure 2. An algorithm for constructing a cognitive map, authors’ development

The method of cataloguing and verification of data used for monitoring. The key
issue in the functioning of any monitoring or information analytical system is the col-
lection of relevant and reliable raw data. The practical value of this system will be pri-
marily evaluated basing on these factors. The 5 repetitive key steps to automating the
process of gathering raw statistical data is show in Figure 3.

Surveillance

[ Analysis ]4—[ Control ]

Figure 3. Stages in data collection for monitoring, authors’ development

Automation of the cataloguing stage is carried out through the creation and
management of a cataloguing meta-database (CMDB). The search automation of
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data sources are realised through the developed system of CMDB’s request handling.
The architectural concept of CMDB is based on the clearance of 3 key stages
(Bozhday, 2009):

- identification of data sources, search and evaluation;

- formalized description and storage of all material processed at the previous
stage;

- direct creation of CMDB and the development of a mechanism for addres-
sing queries.

The stage of formalizing the requirements, the informational support of moni-
toring software must adhere to, involves a detailed analysis of goals and objectives of
monitoring as well as the requirements for its thematic, technical, organizational, and
economic components.

For practical implementation of the principles of integrated automation of stages
of raw data collection for monitoring, the use of the methods of remote and online
collection is encouraged. A diagram of organizational and technical cooperation for
raw data collection is shown in Figure 4.

| Branching management of monitoring |

v 4 Monitoring
| Monitoring centre software
v system

| Software system for processing raw data ’—*

v

Figure 4. The diagram of organizational and technical cooperation for raw data
collection, authors’ development

The monitoring centre redirects to relevant management branch of data acqui-
sition (or the web-resource address) which, in turn, distributes them to subordinate
data sources. Streams of raw data are automatically generated basing on the results of
the data collection module. This data is accumulated in the management branch in
the form of a single archive and are redirected to the monitoring centre. The software
system for processing raw data processes the received archives and integrates them
into the unified structure of the multidimensional database (MDB). All further the-
matic sampling for informational support of the monitoring software system is made
from the MDB.

Verification procedures must be implemented in order to verify the semantic and
logical accuracy of data. Verification procedures are also required for automated and
manual removal of inconsistencies, redundancies and incompleteness.

This study has identified the following 5 classes of invalid and/or erroneous data
(Paklin, 2013):

- induced incorrect data — data errors inherited through the acquisition of
third-party database (DB);
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- logical factor — errors in data due to incompatibilities or improper integration
of different logical database models that serve as sources of data for MDB;

- human factor — errors in data that occur due to errors of those responsible for
providing raw information;

- technical factor — errors in data due to technical failures in storage, transmis-
sion, processing and data conversion;

- organizational factor — errors in data from the violation of organizational
rules of raw data collection.

Technology verification and data cleansing involves several steps:

- data analysis — identifying types of errors and inconsistencies to be removed;

- specification of order and rules of data conversion;
affirmation of conversion rules on the example of copies;

- data conversion, counter flow of cleaned data.

Using the discussed verification technology will optimize the raw data sets both
in terms of volume and in terms of contents, a prerequisite for their inclusion into the
concept of monitoring methods of rapid data analysis (OLAP) and data mining.

Method of monitoring territorially distributed objects on the basis of intelligent
technologies. The following functions were included as the key ones in the TDO mon-
itoring system:

- surveillance — a focused and regularly repeated process of collecting raw data
as well as their presentation and storage within the selected logical model and a spe-
cially designed physical storage;

- estimation — ranking and classification of raw information using subjective
criteria related to the subject area of monitoring and its objectives;

- control — the process of periodic inspection of system parameters, ensures
timely achievement of the goals set;

- analysis — a wide range of scientific methods to extract information on the
structure and behaviour of the subjects of monitoring on the basis of raw data;

- management — a set of functions designed to support decision-making and
help decision-makers in complex multifactorial conditions for full and objective
analysis of the subject area.

The main components of the analysis function within the context of a monitor-
ing system are mathematical modelling (based on a selected mathematical model of
object monitoring) (Orlovskiy, 1981), statistical analysis (based on the methods of
mathematical statistics), rapid analysis based on OLAP technology (implementation
of queries addressed to a multidimensional database, the construction of multicrite-
ria slices of data and information samples, abstraction) (Barsegyan, 2007), data min-
ing (the process of discovering in raw data sets previously unknown knowledge which
is non-trivial, practically useful, open for interpretation and, most importantly,
required for decision-making in various spheres of human activity) (Pyatetskiy-
Shapiro, 2009), GIS spatial analysis.

An identified set of functions that describe the iterative steps of TDO monitor-
ing techniques IA is shown in Figure 5.

This is what the arrangement of interactions within the framework of the moni-
toring method based on the integration of OLAP technology (Makarychev, 2010),
data mining (Witten et al., 2011) and geographic information systems (GIS) appear
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as: the construction of interdisciplinary MDB subsystem is implemented by means of
statistical and OLAP analysis. Once done, the mathematical modelling subsystem
steps in and constructs a hypergraph model of a discrete mathematical level (based on
the criteria defined by a decision-maker).

Building information
and logical object Raw data collection
model monitoring

Inventory of
information resources

Selection criteria and
parameters of Data cleaning
evaluating

The choice of
monitoring parameters

Selection and program Generation of reports

implementation Analysis, modelling, and recommendations
methods of analysis and forecasting of DM
modelling

Figure 5. Steps ib TDO monitoring techniques IA, authors’ development

The proposed scheme of interaction of the TDO monitoring method based on
the integration of OLAP technology, data mining and GIS determines its structural
implementation, features and scientific innovation. They are the invariance of the
structure to the specifics of different sectors of monitoring or socioeconomic prob-
lems of management, they allow for the integration of advanced technologies for
monitoring in a single system and they create the convenience of a territorial scaling
of the system. As part of the structural implementation of this method structural
schemes and algorithms of subsystems for raw data collection, mathematical model-
ling, operational, statistical and predictive analyses, spatial analysis have been devel-
oped.

The structure of the information system for monitoring of distributed objects. The
proposed mathematical model of multilevel monitoring is implemented in the form
of an information system which includes the following organizational and informa-
tional software subsystems:

- the inventory subsystem and the raw data collection subsystem implement the
functions of observation;

- the statistical and OLAP-analysis subsystem is responsible for providing the
functions of assessment, monitoring, statistical and operational analysis;

- the mathematical modelling subsystem, the basis of which is the abstract
mathematical level of the mathematical model for monitoring. This subsystem’s
function is the analysis and modelling on the basis of the graph theory algorithms;

- the data mining subsystem provides the analysis of data in order to detect hid-
den patterns and correlations;
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- the spatial analysis subsystem consists of digital cartographic area foundation
and provides spatial analysis functions;

- the report generating subsystem implements the management function by
providing decision-makers with monitoring reports of 3 types: statistical reports, text
reports and cartographic reports;

- the multidimensional database (MDB) includes consolidated volume of sta-
tistics of all thematic layers of monitoring;

- the core provides the system integration of all these abovementioned subsys-
tems.

The diagram of the structural implementation of a monitoring method based on
the integration of OLAP technology, data mining and GIS is shown in Figure 6.

Data collection and MDB
management
Indust - .
s?at?ssti?; —>| Intelligent data analysis
y
S S 8 - Spatial analysis and
Sglfegstzn presentation of data
MDB vy 7'y
| 1
f Criteria for 'y Structure | Spatial | Communication
I selection 1 Systems 1 reference | and interaction
1 1 1 1
Abstract- . .
mathematical | Logic level Informational Physical
level space level layer

Multilevel model of monitoring

Figure 6. Structural implementation of the monitoring method based
on intelligent technologies, authors’ development

Functional System of Software for monitoring of distributed objects. The TBO
monitoring information system (IS) is intended for observation, evaluation, monitor-
ing, analysis and management of territorially distributed objects in order to improve
the effectiveness of their functions.

The subsystem for raw data collection performs 4 basic tasks:

- generation of data collection forms;

- accumulation of raw data;

- cleansing and verification of data;

- data integration.

The functioning of the subsystem for mathematical modelling relies on the
accomplishment of 3 key objectives:

- determine the quantity and composition of the selection criteria of multidi-
mensional database;

- generate a hypergraph model using the selection criteria;

- perform the modelling procedure using the obtained hypergraph and a speci-
fic set of algorithms.
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The main stages in the functioning of rapid statistical and data mining subsys-
tems are:

- specification of selection criteria from the multidimensional database and
generation of a hypergraph model of a discrete mathematical level;

- transition to an informational logical level of the model;

- formation of a multidimensional sub-cube of selection that includes data cor-
responding to the selected set of criteria;

- selection of methods for the analysis and development of appropriate proce-
dures included in the functional arsenal of the subsystems.

Conclusion. As a result of theoretical and practical research, a multi-level, multi-
faceted model of monitoring has been proposed. This model allows for formalizing
and taking into account real-time monitoring of the specifics of different perspec-
tives, criteria and management objectives. This model has been implemented as a
software solution — an information system that provides observation, evaluation,
monitoring, analysis and management functions. A distinctive feature of the pro-
posed approach is a clear algorithmic formalization of basic monitoring functions.
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