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SURVIVAL ANALYSIS METHOD AS A TOOL FOR PREDICTING
MACHINE FAILURES
The paper discusses the issues of using survival analysis to predict machines failure. First of
all, the description of survival analysis method is presented, along with the idea of creating robust
schedules. In the final part the authors offer a concept of developing predictive schedules based on

the analysis of previous production processes.
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JIykam Cobamek, Apkangiym ['oia
METOI AHAII3Y JOBI'OBIYHOCTI SIK IHCTPYMEHT
INEPEJIBAYEHHS BUPOBFHNYUX 350iB

Y cmammi 3anpononosano memoo aunanizy 006206iuHOCHI, 3a 00NOMO20I0 K020 MOICHA
nepedbavwamu eupoonuy4i 360i 00aaonanns. JlemaivHo ONUCAHO CNOCIO 3ACMOCYBAHHA OAHO20
Memoody, a maxkoyc mMemoo CKAAOAHHA PO3KAadie Hadilinocmi. Y 3axarouniti wacmuni aemopu
npedcmaeasioms eapianm po3xkaady HaoditiHocmi 00AAOHAHHA, WO CUPAEMbCA HA AHAAI3 MUHY-
AUX GUPOOHUMUX npouecia.
Karouosi caosa: ananiz 0ogeogiunocmi; po3xaad HadiliHocmi; cmabinbHe GUpoOHUYmMeo, 30iil
001a0HaHHS.
Dopm. 4. Puc. 5. Taba. 1. Jlim. 29.

JIykam Cobamek, Apkaauym T'ona
METOA AHAJIU3A JOJTOBEYHOCTU KAK CPEJICTBO
ITPOTHO3A ITPOU3BOACTBEHHBIX CBOEB

B cmamve npedaoxcen memod anaausa 004208eHHOCU, NPU NOMOWU KOMOPO20 MONCHO
npedycmompems npouszsodcmeentvle coou 060pydosanus. /lemaivro onucan cnocod npumenenus
0aHH020 Memooa, a makice Menmoo COCMABACHUA PACNUCAHUS Ha0éxchocmu. B 3axarouumens-
HOUl wacmu asmopsl NPeodcmagAstiom 6apuanm pacnucanus HAOEHCHOCMU HA 0CHOBE AHAU3A OCY-
WecmeaeHHbIX NPou3600CMEeHHbIX NPOUECCos.
Karouesvte caosa: ananruz 0oneo8eyHocmu; pacnucanue HAOENCHOCMU; cmabuibHOe NPOU3600-
cmeo; c60ii 060py008aHUs.

Problem statement. Prediction of possible manufacturing process disruptions is a
largely popular issue today, ensuring stability of the processed jobs results in produc-
tion progressing in an organized manner with no nervousness involved (Klimek et al.,
2008). Awareness of potential disruptions is of great benefit in the course of produc-
tion, but even more so at the planning stage.

Therefore, literature is increasingly focusing on scheduling under uncertainty
(Wojakowski et al., 2014). Numerous authors put forward solutions aimed at obtain-
ing a stable production schedule (Paprocka et al., 2013). The present paper proposes
using the survival analysis method to predict possible production process disruptions
consisting in machine failure, and employing the obtained knowledge to provide
robust production schedule, as economic benefits of stable production are unques-
tionable.
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Literature review. Production jobs scheduling is developed in numerous research
papers. Based on literature analysis, it can be concluded that the subjects of recent
research projects are the following:

- scheduling in job-shop systems (Thomalla, 2001);

- stochastic job scheduling (Zhang et al., 2012);

- production process dynamism (Adibi et al., 2010);

- practical considerations of scheduling (Wojakowski, 2012).

Analyses of different production processes have revealed the existence of numer-
ous factors hampering scheduling, i.e.: fluctuating number of performed jobs, limita-
tions related to operations and workstations, random events resulting in disturbances
of production flow (Kalinowski et al., 2003; Li et al. 2008). These and other factors
make it virtually impossible to create a dependable schedule. For this reason, the lit-
erature offers an approach called robust scheduling (Lindhard et al., 2012; Klimek et
al., 2008). Many authors put forward various solutions related to building robust pro-
duction sequences. For instance, (Liu et al., 2007) analyse robust job sequencing on
a single machine aimed at obtaining a robust schedule. In (Xiong et al., 2013) robust
job sequencing in a flexible job-shop is analysed, assessing schedule robustness and
time of execution. Meanwhile, (Jensen et al., 2007) propose applying redundancy
technique based solutions to improve schedule robustness in the job-shop environ-
ment.

Increasingly often attention is also focused on predicting potential production
process disruptions and applying this knowledge to scheduling process. (Janak et al.,
2007) is based on the probability distribution function, while (Paprocka et al., 2007)
propose using reliability function, as well as MTTE, MTBF and MTTR.

Robust scheduling as a response to job sequencing problems. The concept of
robust production job sequencing is a response to a variety of different problems
encountered in the process (Pawlak, 1999). Apart from the basic NP-hard problems,
i.e. computational complexity of searching for optimum solutions, literature offers
the classification of problems into several categories (Figure 1). The problems occur-
ring result in decreased planning effectiveness, and delayed production (Bubenik,
2011).

[ Job sequencing problems ]

[ I I |
Resulting from the Related to Related to changes Resulting from
type of system randomness over time practical approach

Figure 1. Classification of job sequencing problems, authors’ compilation

As far as the type of system analysed, the problems are grouped into flow-shop,
Jjob-shop and open-shop problems. As for classification according to the randomness
of system characteristics, the problems are broken down into deterministic and prob-
abilistic ones. Depending on the change occurring in the analysed production system,
problems can be divided into dynamic and static, and the system's relation to prac-
tice creates the breakdown into practical and theoretical problems (Sobaszek, 2013).
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Upon analysing numerous papers on production scheduling problems, a conclu-
sion can be made that the research covers several groups of problems. Increasingly
often, publications employ robust production scheduling in tackling such problems as:

- the influence of the randomness factor on creating schedules;

- dynamism of production processes;

- applying theoretical solutions in practice.

The occurrence of problems from the groups above makes it virtually impossible
to create a dependable schedule. This is why applying the robust approach in creat-
ing schedules is entirely justified (Gola et al., 2014).

Predictive approach in creating robust schedules. Robust scheduling is a part of
the process called predictive-reactive scheduling. This approach to production job
sequencing encompasses two phases (Gao, 1996):

- the phase related to the planning stage (predictive scheduling);

- the phase related to carrying out the plan (reactive scheduling).

The predictive scheduling phase is also called the offline phase. It is in the course
of this phase that the following are created:

- nominal schedule — taking into account the system's current parameters;

- robust schedule — taking into account process' uncertainty and variability.

However, predicting possible factors that might negatively influence the analysed
process remains problematic. The literature presents approaches and techniques
aimed at predicting production process disturbances, nevertheless, the issue is sill the
subject of numerous research projects and analyses (Haranczyk, 2013). This is why
the authors of this paper propose a solution consisting in applying the survival method
to predict possible disturbances consisting in failure of machines carrying out the pro-
duction process. It is part of the concept already presented in (Sobaszek et al., 2014).

The survival analysis method. The term "survival analysis" covers statistical data
analysis techniques. Literature provides other names of this type of analysis — survival
data analysis, lifetime data analysis, life testing or analysis of failure time data (Balicki,
2006).

The survival analysis is connected with duration of processes, defined by two
events: the beginning and the end (Sokolowski, 2010). These would be the birth and
death in the case of human life, redundancy and hiring in the case of employment,
whereas in reference to a machine — the moment of launching an operation and its
failure (Miszkiel, 2012).

Time duration is treated as a random variable T belonging to an interval (0,0),
therefore, mathematical description in the form of appropriate probabilistic functions
will constitute an essential element of this method. The basic functions include
(Balicki, 2006):

1. Probability density function f(f) — representing the probability of an event
occurring in the sense that f(t)Atf can be understood as the approximation of proba-
bility that an event will occur in duration t.

2. Distribution function F(t), defining that an event will occur in duration (0, ]:

F(t)=P(T <t). (1)
3. Duration function S(t) — also called the survival function (Figure 2) is the dis-
tribution function complement to the value of one:
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S(t)=1-F(t)=P(T >1). 2

-

Figure 2. Shape of survival function (Magiera et al., 2015)

4. Intensity function A(t) is called the hazard function. It is a local characteris-
tic of a given process, defining its instability in the sense of the time of the event
occurrence:

dInS(t)
A(t) s (3)

The survival analysis is a set of analytical techniques and methods. The methods
of this type of analysis that can be calculated with the STATISTICA software include
(StatSoft, 2006):

1. Life tables analysis — for grouping data, placing it in an appropriate table, fol-
lowed by case analysis. The processed data serves, inter alia, to establish the proba-
bility density, hazard rate or median survival time.

2. Adjusting distribution — consisting in adjusting the distribution to empirical
data (Figure 3).

3. Kaplan-Meier estimate — a solution defining the survival function as the pro-
duct of consecutive probabilities from the ranges based on formula (4). This method
also provides the graphic representation of results in the form of a step chart
(Sokolowski, 2010):

d,
Sn(f)=]_l[1——’} 4

4st i
where Sp(t) — estimated survival function; TT — product symbol; r; — the number of
the exposed in period t; d; — the number of events in period ;.

4. Sample comparison — consists in comparing survival time or failure-free time
in two or more samples, as defined by research.

5. Regression models — enable the analysis of correlation between variables of
different types and the subject's survival time. The most frequently applied models
include: Cox proportional model, Cox proportional hazard model, exponential
regression model, normal linear regression model, Log-normal linear regression
model.
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Figure 3. Distribution adjustment example (StatSoft, 2006)
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Figure 4. Estimated survival function chart, authors’
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Despite offering great potential, the survival analysis method is not widely po-
pular in technical research; nevertheless, it does provide researchers with plenty of
interesting information on processes and objects that can serve as a basis for predict-
ing their behaviour. It can be assumed that such knowledge may be helpful in pro-
duction scheduling. Thus, the next chapter presents the concept of applying the sur-
vival analysis in predicting failures of machines performing production processes.

Applying survival analysis in predicting production process disturbances.
Numerous research papers touch upon the job sequencing issues. Recent literature
offers scheduling under uncertainty solutions (Wojakowski et al., 2014; Rahmani,
2014). Various random factors are analysed, the occurrence of which impede further
production processes. Failures of machines processing individual jobs are certainly
among them.

That is why the previous papers presented the concept of robust production
scheduling, the key element of which is using historical data on the process to iden-
tify potential process disturbances. The historical data accumulated can serve as a
basis for analysing and identifying machines potentially threatened by failure.
Figure 5 presents the idea of applying the survival analysis.

Using historical data Data processing and analysis using Using results for robust
from machine logbook ~thesurvival analysis scheduling

MACHINE LOGBOOK

Machine type: CNC
M65

No.: PM/125/84

Figure 5. Using the survival analysis method to obtain a robust schedule,
authors’

The historical failure rate data can be obtained from such documents as the
machine/tool job card, or the maintenance log. Such documentation contains infor-
mation on machine operation history. At today’s enterprises, this type of data is also
stored using specialized software (Plecka et al., 2013), allowing obtain data on failure
occurrence time necessary to perform the Survival Analysis.

STATISTICA software, offering the survival analysis option, can be used for this
purpose. Conducting the analysis can include applying the selected techniques.
Table 1 presents an appropriate method that can be used for this purpose.

The analysis results can find their further application in the process of robust
production scheduling. Establishing the probability of failure-free machine operation
at given intervals may be helpful in identifying periods of no threat of process inter-
ruption. Based on the duration analysis, machines posing the highest threat of failure
can also be identified and paid attention to in the course of scheduling and produc-
tion process. To ensure job sequencing stability, redundant time buffers can be placed
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in sensitive portions of the schedule — in time t identified based on the survival analy-
sis of machinery.

Table 1. Using survival analysis techniques, authors’
Survival analysistechnique Application
Establishing the failure rate of machines within the analysed
periods.
Adjusting the distribution | Defining the character of disturbances occurring.
Calculating the survival function to compare with the failure
rate tables.
Comparing failure cases in different periods of time (e.g. in
times of higher or lower production workload).
Assessing what factors influence failure occurrence. (e.g. What
is the influence of machine inspections frequency? What is the
influence of the type of process conducted on the rate of
failure?).

Lifetable anaysis

Kaplan-Meer estimate

Sample comparison

Regression models

Summary and prospects for further research. Ensuring the stability of production
performed is a valid and current issue. Negative influences on the production process
should be considered as early as the planning stage. That is why, more and more
papers on job sequencing under uncertainty are being published. The literature analy-
sis suggests that the survival analysis can be used in the process of robust sequencing,
and appropriate use of historical data can bring measurable effects. The authors of
this paper are conducting research of real data obtained from a production company.
The results of research using the survival analysis will be published in future papers.

References:

Adibi, M.A., Zandieh, M., Amiri M. (2010). Multi-objective scheduling of dynamic job shop using
variable neighbourhood search. Expert Systems with Applications, 37: 282—287.

Balicki, A. (2006). Analiza przezycia i tablice wymieralnosci. PWE, Warszawa.

Bubenik, P. (2011). Advanced Planning System in small business. Applied Computer Science, 7(2):
21-26.

Gao, H. (1996). Building Robust Schedules Using Temporal Protection — an Empirical Study of
Constraint Based Scheduling Under Machine Failure Uncertainty. Graduate Department of Industrial
Engineering, University of Toronto.

Gola, A., Sobaszek, L., Swic, A. (2014). Selected problems of modern manufacturing systems design
and operation. In: Robotics and Manufacturing Systems, pp. 56—68.

Haranczyk, G. (2013). Przewidywanie awarii i problemow z jakoscia, StatSoft Polska.

Janak, S.L., Lin, X., Floudas, Ch.A. (2007). A new robust optimization approach for scheduling
under uncertainty; II. Uncertainty with known probability distribution. Computers and Chemical
Engineering, 31: 171—195.

Jensen, M.T., Hansen, T.K. (2007). Robust solutions to Job Shop problems.

Kalinowski, K., Knosala, R. (2003). Harmonogramowanie produkcji w warunkach zaklocen, wspo-
magane systemem eksperckim. Zarzadzanie Przedsiebiorstwem, Nr 1.

Klimek, M., Lebkowski, P. (2008). Harmonogramowanie odporne procesu technologicznego mon-
tazu. Przeglad Mechaniczny, 12: 37—40.

Li, Z., lerapetritou, M. (2008). Process scheduling under uncertainty: Review and challenges.
Computers and Chemical Engineering, 32: 715-727.

Lindhard, S., Wandahl, S. (2012). The robust schedule — a link to improved workflow. Proceedings
of IGLC20: 20th Annual Conference of the International Group on Lean Construction, San Diego, CA,
USA.

Liu, L., Gu, H., Xi, Y. (2007). Robust and stable scheduling of a single machine with random
machine breakdowns. Int. J. Adv. Manuf. Technolog., 31: 645—654.

ACTUAL PROBLEMS OF ECONOMICS #3(177), 2016



428 MATEMATUYHI METOAMN, MOAEJI TA IH®OPMALINHI TEXHOOrIi B EKOHOMILI

Magiera, R., Jokiel-Rokita, A., Wilczynski, M. (2015). Metody analizy funkcji przezycia //
prac.im.pwr.wroc.pl.

Miszkiel, L. (2014). Analiza momentu padniecia bramki podczas Mistrzostw Swiata w pilce nozne;j.
Materialy Konferencji Naukowej "Zastosowanie metod ilosciowych w analizach pilkarskich", 11-05-2012
// knmi.wzr.pl.

Paprocka, 1., Kempa, W. (2013). Modeling and simulation of a production system in order to reach
a robust schedule (part I). Przeglad Mechaniczny, Vol. 2.

Paprocka, 1., Urbanek, D. (2012). A numerical example of Total Production Maintenance and robust
scheduling application for a production system efficiency increasing. Journal of Machine Enginnering,
12(3): 62—78.

Pawlak, M. (1999). Algorytmy ewolucyjne jako narzedzie harmonogramowania produkcji,
Wydawnictwo Naukowe PWN, Warszawa.

Plecka, P., Bzdyra, K. (2013). Algorithm of selecting cost estimation methods for ERP software
implementation. Applied Computer Science, 9(2): 5—19.

Rahmani, D., Heydari, M. (2014). Robust and stable flow shop scheduling with unexpected arrivals
of new jobs and uncertain processing times. Journal of Manufacturing Systems, 33: 84—92.

Sobaszek, L. (2013). Problemy harmonogramowania w systemach produkcyjnych. Technological
Complexes, 1: 175—178.

Sobaszek, L., Gola, A., Swic, A. (2014). Creating Robust Schedules Based on Previous Production
Processes. Actual Problems of Economics, 158(8): 488—495.

Sokolowski, A. (2010). Jak rozumiec i wykonac analize przezycia. Materialy Internetowej Czytelni
StatSoft, pp. 33—38.

StatSoft (2006). Elektroniczny Podrecznik Statystyki PL, Krakow // www.statsoft.pl.

Thomalla, Ch.S. (2001). Job shop scheduling with alternative process plans. Int. J. Production
Economics, 74: 125—134.

Wojakowski, P. (2012). Metoda projektowania przeplywu produkcji w warunkach zmiennego
zapotrzebowania. Krakow.

Wojakowski, P., Warzolek, D. (2014). The classification of scheduling problems under production
uncertainty. Research in logistic and production, 4(3): 245—255.

Xiong, J., Xing, L., Chen, Y. (2013). Robust scheduling for multi-objective flexible job-shop problems
with random machine breakdowns. Int. J. Production Economics, 141: 112—126.

Zhang, R., Song, S., Wub, Ch. (2012). A two-stage hybrid particle swarm optimization algorithm for
the stochastic shop scheduling problem. Knowledge-Based Systems, 27: 393—406.

Crattd Hagiia no penakiii 13.09.2015.

AKTYAJIbHI TPOBJIEMW EKOHOMIKN Ne3(177), 2016



