— Ukrainian Scientific Journal of Information Security, 2013, vol. 19, issue 1 —

BE3IIEKA KOMIT'FOTEPHUX MEPEX TA
IHTEPHET / NETWORK & INTERNET SECURITY

SIMULATION STUDY OF THE RANDOM ACCESS
CONTROL IN THE WIRELESS SENSOR NETWORK

Stanistaw Rajbal, Teresa Rajbal, Pawel Raif?

University of Bielsko-Biala, Poland
2Silesian University of Technology, Poland

RAJBA Stanislaw W., Candidate of Science (PhD)

Date and place of birth: 1952, Ifownica, Poland.

Education: Wroctaw University of Technology, 1977.

Research interests: telecommunication, fiber optic communication, computer network,
electronics.

Current position & Functions: Associate Professor at Electrical Engineering and Automatic
Dept.

Publications: author and co-author of 36 publications.

E-mail: rajbas@ath.bielsko.pl

RAJBA Teresa J., Candidate of Science (PhD)

Date and place of birth: 1952, Bielawa, Poland.

Education: University of Wroctaw, 1976.

Research interests: telecommunication, wireless networks, application of probabilistic methods
and mathematical modeling; probability theory, limit theorems, decomposability semigrous
of probability measures; mathematical analysis, convex analysis, functional equalities and
inequalities.

Current position & Functions: Associate Professor at Mathematics and Computer Science Dept.
Publications: over 40 scientific publications.

E-mail: trajba@ath.bielsko.pl

RAIF Pawel B., Candidate of Science (PhD)

Date and place of birth: 1976, Sosnowiec, Poland.

Education: Silesian University of Technology, 2004.

Research interests: computational intelligence, cognitive systems, neuroinformatics,
biomedical informatics, mathematical modeling, computer networks, cybersecurity.
Current position & Functions: Associate Professor at Biosensors and Biomedical Signals
Processing Dept.

Publications: author and co-author of 14 publications.

E-mail: pawel.raif@polsl.pl

Abstract. In this paper we present the research results of WSN network work with random access control, using the
PASTA system (Poisson Arrivals See Time Averages). We present the results of simulation tests of the efficiency of
the network operation, for the two cases: 1) when all network nodes transmit protocols with the same average time
between transmissions, 2) when the network nodes were divided into groups that have different average time between
transmissions. This approach has many practical advantages which we present.
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1. Introduction random access (WSN) problem. Probabilistic models
have been developed using a Poisson processes. At first
we examined situation when the nodes transmit packets
with information from the sensors randomly, with the

This paper presents the research on the radio link
control for wireless single-hop sensor network with
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same average times between transmissions. We also
examined the situation when the average times between
transmissions are different. Simulation studies which
aim was to verify the previously presented theoretical
practical solutions were carried out for both cases. In
this model, a one-way communication using a radio
transmission from the node to the base station. The
network of sensors works using only one radio
frequency. Such assumption for the radio transmission
model in practice means a considerable simplification of
the communication algorithms and significant
simplifications in the construction of the nodes as well as
energy savings in supply nodes, which is critical in
many applications of WSN networks. The nodes contain
only radio transmitters and use very narrow bandwidth.
Presented model also lacks the sync channel, so the
nodes do not need to receive any information, including
those related to synchronization. The nodes do not have
to be equipped with receivers implementing the access
procedures like in deterministic radio systems such as
multi-hop networks. Switching on or off the selected
node does not require any special procedures (plug and
play) and the scale of individual nodes is not critical for
the correct operation of the network. The main objective
of this work was to perform simulation studies and also
to verify the thesis previously raised in our studies
concerning the probabilistic models of transmission
control in WSN networks [1-3].

2. Evaluation of recent publications in the
explored issue

The issue of control of the radio communications
defined as access of the wireless measurement node to
the base collecting and processing the collected data is
the subject of many publications [4, 5, 6, 7, 8]. A radio
communication problem ,many to one” (sink) is a
known difficult issue in the field of access control and
access procedures. At any given time on the one radio
channel only one node of the network can transmit in
the area covered by a sufficient electric field intensity
providing a valid range [9, 10]. Thus, the special access
control procedure is required in order to the available
radio channels (created as channels of frequency
division and time division) are used by only one node in
any given time period. As presented in the papers [11,
12] deterministic methods guarantee to solve the above
problems, but they also have some significant flaws,
which in some applications are not acceptable. Among
the mentioned flaws of the deterministic methods are:
nodes need to communicate with each other, or their
access process should be coordinated by the base station.
This means that the network must be available not only
to the radio channels for the transmission of
measurement information, but also to information
managing the transmission procedure. In such case the
node mas to be also be provided with a radio receiver,
which will allow to control the operation of the node
external signal. This in turn requires a more complex
nodes operating in listening (wake-up) mode. Thus, in
situations of limited access to the power supply, the
node has to reduce its working time. In many
applications working time is one of the most important
parameters. Creating a network that assumes only a one-

way transmission from the sensor node to the base
station nodes, without neither communication between
sensor nodes, nor transmissions from the base station
node, can significantly improve wireless network (WSN)
performance. The conditions that we can find a solution
for collision-free transmissions from sensor nodes.
Collision-free broadcasting nodes means that if one node
transmits the other nodes don’t start transmitting. In
order to solve this problem the probabilistic methods of
access control should be used. The proposed solution [1,
2, 3] use the so-called Poisson stream treatments method
for Poisson Arrivals See Time Averages (PASTA) for
modeling WSN [13]. In this method, we accept a small
loss of information transmitted by the network. The
benefit is a significant simplification of procedures and a
significant ~ simplification of hardware. Another
advantage is the improvement of the energy efficiency.
In some specific applications of these network model we
got very interesting features of WSN networks. In the
papers [1, 2, 3] we have theoretically solved the above
problem, especially in terms of transmission correctness.
In the subsequent sections we present simulation studies
to verify the proposed probabilistic WSN control model.
We have performed computer simulations for different
operating parameters of the network.

3. Network model 1

We analyze a network consisting of n nodes
which are able to send information about the measured
physical magnitude on one selected radio frequency to
the receiving base, quite independently of each other.
Duration of the communication protocol is t,, the nodes

send the information to the receiving point in randomly
selected moments, every T s. at an average.
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Fig. 1. Poisson modeling of network transmission protocols in
WSN (model 1)

Beginning and cessation of transmission of a
particular node takes place in random moments of time
but these moments are relatively rare. It is a one-way
transmission, i.e. from nodes to the receiving base. The
nodes are completely independent of one another and
their on or off state is of no influence on the operation of
the network. All the nodes or a part of them may be
mobile provided that their senders have been left within
the radio range of the receiving base. If one or more
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nodes start sending while protocol transmission of t,

time is going on from another nodes, then such a
situation is called collision. Collision excludes the
possibility of the correct receiving of information by the
receiving base. Such a disturbed signal is ignored. The
receiving base rejects the erroneous message and waits
for a retransmission to be made after the average time T
. We must accept a certain loss of information in
exchange for simplicity in respect of both system and
equipment.

As mentioned in the Introduction, we used to
modeling our wireless network a Poisson process.
Mathematically the process N is described by the so
called counter process N, or N(t) (see[14]) of rate 4 >0

. The counter tells the number of events that have
occurred in the interval [0,t] (t>0). N has

independent increments (the number of occurrences
counted in disjoint intervals are independent from each
other), such that N(t)—N(s) has the Poisson (A(t—Ss))
distribution (mean A(t—S) ), fort>s>0,j=0,1,2,...,

i [AE=9)] )
j!

Let us state our main assumptions. There are n
identical nodes observing a dynamical system and
reporting to a central location over the wireless sensor
network with one radio channel. For simplicity, we
assume our sensor network to be a single hop network
with star topology. We also assume every node always
has packet ready for transmission. We assume that
nodes send probe packets at Poissonian times. The
average time between sending (the wake-up- times) of a
sensor is T (the epoch period), and the duration of the
on-time t, (the awake interval). Assume that the wake-

P{N(t)-N(s) = j}=e

up- times corresponding to nodes are independent each
of other. Let N be the Poisson process representing the
time counter of sending nodes (see [15, 16, 1, 2]). We say
that a collision occurs in time interval s, if there exist at
least two nodes which start sending within this interval
with the difference between the beginning of their
sending time not exceeding the value of t,. Then the

Poisson process N has therate A=n/T . By (1)
j
P(Nt = j)ZG_M%(j:Oxly-..)- (2)

In [2, 16] we give the following theorem on the
probability of collisions in the interval of s length in the
case S>t,.

Theorem 1. Let n be the number of nodes and let
T be the average time between transmission of a node.
Then the probability of collisions in the interval of s
length (s>t,) is given by the following formula

P(a)=3 e -0 ) ®

n . A
where 4 = T and t, is the duration time of a protocol.

The below three graphs with the simulation
results present behavior of the random
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Fig. 2. Influence of the number of nodes on the probability of
collision of the average time between transmissions T = 10s. The
simulation result

Wireless network access control based on the
number of active nodes. This allows to estimate the
range of possible applications of this solution. It can be
assumed that the tolerable level of quality is when the
collision level range from 5% up to 10%. At the
presented figures that point lies before the first inflection
point on the characteristics, and it determines the
number of nodes n (in presented experiments 7 is in the
range from 40 to 100 nodes). Further increase of packet
traffic in the network (number of nodes n and their
incidence rate for fixed t,) results in increasing the

probability of collision. Then saturation effect occurs,
and it causes frequent collisions. This effect is visible
before the second inflection point on the characteristics.
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Fig. 3. Influence of the number of nodes on the probability of
collision of the average time between transmissions T = 30s. The

simulation result
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Fig. 4. Influence of the number of nodes on the probability of
collision of the average time between transmissions T = 60s. The
simulation result
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It can be assumed that this point determines the
final network capacity (the number of nodes the
network) for the specified parameters (the duration of
the communication protocol t,and the average time

between transmissions of T ).
4. Network model 2

In several uses of the proposed network solution
with a random network access control, it is possible to
divide the total number of nodes into groups with
different average time between transmissions. This
division has its own technical reasons, in particular if the
wireless network acquires measurement data for various
physical quantities at different speeds, change their
parameters. For example: monitoring of environmental
parameters, in particular the measurement of diurnal
changes in soil temperature and wind speed
measurement. This example suggests the possibility of
varying the measurement frequency. The question is
interesting, because the opportunity to reduce packet
congestion always has a positive effect on transmission
quality.
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Fig. 5. Poisson modeling of network transmission protocols in
WSN (model 2)

Let N(t) be the Poisson process representing the

time counter of n nodes, divided into k groups

k

(1<k<n), such that n=>)"n,, where n, is the number
i=1

of nodes in the i-th group and T, is the average time

between transmissions of a node (i=1,..,k). Let X,(t)
(i=1...,k) be the Poisson process representing the time

counter of sending nodes for which T, is the average

time between transmissions of a node. Then X (t) has

k
the rate % (i=1..,k). Note, that N(t)=> X, (t) . This
i i=1
implies that the Poisson process N(t) has the rate

k k
A= % Then, by Theorem 1 with A= Z%

i=1 1 i=1 1

in place
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of /Izg, we obtain the following theorem on the

probability of collisions in the case, when the average
times between transmissions of nodes are not
necessarily the same (see [16]).

Theorem 2. Let n be the number of node,

k
n- Zni and n, be the number of nodes such that T,
i=1
is the average time between transmissions of a node,
1<k <nis the number of groups. Then the probability
of collisions in the interval of s length (s>t,) is given

by the formula:

P(a)=3 e Bl p-a- 1 @

‘_:

where A= Z

Kk
and t, is the duration time of a
i=1 1

—

protocol.

The charts below [numbers: 6, 7, 8, 9, 10] present
the simulation results of the behavior of the wireless
network for different percentage shares of the specified
nodes (with different average time between
transmissions). The study was performed for the
following percentages:: 10% of the nodes with average
intervals between transmissions at 10 s and 90% of
nodes with average intervals between transmissions
every 30 seconds (write in brief 10% / 10's, 90% / 30s.).
Then, 10% / 10's,90% / 60 s. Another study 33% / 10s,
67% / 30s. And final two tests: 50% / 10 s +50% / 30 s
and finally: 50% / 10 s + 50% / 60 s. The duration
protocol was still t, =3,2-10°s. The results are

consistent with our previous theoretical results
described in [1-3, 16]. The longer the average time
between transmissions of
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Fig. 6. Effect of the number of nodes with different average
time between transmissions on the probability
of collisions

The number of nodes the average time between
transmissions is T = 10 seconds 10% of the total
number of nodes, and 90% of nodes running with a
mean time between transmissions T = 30.

The number of nodes the average time between
transmissions is T = 10 seconds 10% of the total
number of nodes, and 90% of nodes running with a
mean time between transmissions T = 60s.
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Fig. 7. Effect of the number of nodes with different average time
between transmissions on the probability of collisions

Nodes T, the network works better (with fewer
collisions). An important condition is that the duration
of the transmission (t,) is smaller than the average time

between transmissions of the sensor nodes (T). Thus, if a
significant portion of the radio packet can be transmitted
as sparsely as possible, the better the overall result of the
radio transmission is. So the grouping percentage of
nodes with different average time between
transmissions is fully justified. A further consequence of
this fact, visible in the presented figures, is that in
comparison with the situation when there is only one
group of the nodes (with the same average time between
transmissions) the number of the nodes in the network
can be
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Fig. 8. Effect of the number of nodes with different average time
between transmissions on the probability of collisions

The number of nodes the average time between
transmissions T = 10s is 1/3 of the total number of
nodes, and two thirds of nodes running the average time

between transmissions T = 30s.
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Fig. 9. Effect of the number of nodes with different
average time between transmissions on the probability of
collisions

11

Number of nodes with a mean time between
transmissions T = 10s is 50% of the total number of
nodes remaining 50% of the nodes is working with a
mean time between transmissions T = 30s.
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Fig. 10. Effect of the number of nodes with different
average time between transmissions on the probability of
collisions

Number of nodes with a mean time between
transmissions T = 10s is 50% of the total number of
nodes remaining 50% of the nodes is working with a
mean time between transmissions T = 60s.
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Fig. 11. The collision probability (theoretical and simulation)
depending on the number of nodes for tp, = 3,2x10°s., T=10s

Increased. In addition to the theoretical
calculations of the probability of collisions, we carried
out a computer simulations of the network based on the
assumptions outlined above. In the following figures we
show the probability of collisions calculated from the
theoretical dependence (solid line) and as a result of the
simulation (dotted line) depending on the number of
nodes in the network with fixed average transmission

times.
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Fig. 12. The collision probability (theoretical and simulation)
depending on the number of nodes for tp, = 3,2x10°s., T=30s
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Fig. 13. The collision probability (theoretical and simulation)
depending on the number of nodes for t, = 3,2x10>s., T =60 s.

5. Conclusions

The effect on the probability of collisions radio
nodes participating in the broadcast random and
average transmission time of the nodes. Figures 11, 12
and 13 show the dependence of the probability of
collision P(A,) on the number of nodes n in the network,

and for the average fixed transmission times T (10s., 30s.,
60s.). The solid lines represent the theoretical calculation
results in accordance with the proposed model, and the
dashed lines are the results of the computer simulation.
It can be seen that, in the situation when collisions are
relatively frequent, the curve derived from the
simulation approximates very well the theoretical curve
and the fluctuations are relatively small. When the
average times between the single node transmissions are
larger there are less collisions in the network (Fig. 12,
Fig. 13). The curve derived from the simulation still well
approximates the theoretical curve and the average
value is consistent with the theoretical computations but
fluctuations deviations from the theoretical curve is
increasing. The observed phenomenon does not affect
the compliance of the results of theoretical
computations, it is probably the result of the limited
accuracy of the simulation methods and tools. When the
probabilities are smaller, in order obtain the smoothed
curve (smaller deviations from the theoretical curve)
requires a increased simulation time. The results
obtained indicate that the number of collisions in the
network is decreasing together with increasing time T as
well as with decreasing of the transmission duration (t,

). The conclusion is obvious, proposed model of such a
network solution is very beneficial. This network
solution has a number of other advantages, which are
listed at the beginning of this paper. In summary, we can
tell that the proposed model of the WSN network with
random access, has been confirmed.
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BOJIZIHCBKA Bnaauciasa BikropiBHa

Pix ma micye napooxenna: 1977 pik, m. ITnaseek, Pocis.

Oc6ima: HartionansHvivi asiariivmnm yHiBepcureT, 2004 pik.

Ilocada: IT-Manager for network infrastructure, Apogeum Sp. z o.0. Poland, 3q00yBaua xadenpu
Gesnexut iHOPMAIIiTHVIX TEXHOJIOTIN.

Hayxo6i inmepecu: indopmariiviia OesmneKka omepamilfHVX CVCTeM, YIIPaBJIiHHA iHITMIeHTaMu
iHdopManirHo1 Oe3rrekn, KOMIDTIEKCHI CHCTeMM 3axXVCTy iHdopMariii.

ITybaixayii: Gimerre 20 HaykoBMX IMyOsiKallivi, cepern sIKMX HayKOBi CTaTTi, MaTepiamm i Tesm
IIOIIOBifIeV Ha KOH(epeHIIisix.

E-mail: volyanska.vladyslava@gmail.com

T'I3YH Aunpin IBanosuga

Pix ma micye napodxenna: 1987 pik, m. Herirmme, XMermbHMIIbKA 00s1acTh, YKpaiHa.

Oc6ima: HartionansHvivs asiariivmnm yHisepcuret, 2010 pik.

Ilocada: acvicteHT Kadpempn Oesnexn iHdopMatirHIX TexHoorii 3 2012 poky.

Hayxo6i inmepecu: indopmariiviHa 6e3rexa, yIIpapiIiHHA iHIIeHTaMy iHDOpMarIiiHoi 6esmexy,
mTy4YHi iMyHHI cucTeMu, yIpaBlliHHS OesllepepBHICTIO Oi3Hecy Ta IIpaBoBe 3a0es3leueHHS
3aXMCTy iHdopMalIii.

ITybaikayii: 6itbme 20 HaykoBuX IIyOJIiKaIiivi, cepem sKmX HayKOBi cTaTTi, MaTepiami i Tesu
IIOIIOBifIeV Ha KOH(epeHIIisix, aBTOPChKi CBiIOIITBA.

E-mail: caesar07@meta.ua
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