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MODELS AND APPLIED INFORMATION TECHNOLOGY FOR SUPPLY
LOGISTICS IN THE CONTEXT OF DEMAND SWINGS

The subject matter of the study is the processes of planning supply logistics taking into account swings in demand and prices for
products. The goal is to develop models and applied information technology for managing enterprise supplies taking into
consideration the unforeseen demand swings. The following tasks were solved: a process model of supply logistics was developed, a
model for forecasting demand for products was developed, a model for calculating the optimal volume of orders for various demand
options was developed, the structure and modules of the applied information technology for supply logistics management was
developed. The following methods were used: structural process models, methods for regression analysis and time series forecasting,
inventory management models, STATISTICA software package, object-oriented programming methods. The following results were
obtained: the generalized pattern of supply logistics was developed; the supplement of the first block of this pattern with the processes
of marketing research of demand for products and planning supply volumes according to the forecasted demand and the probability of
a shortage or surplus of products due to unforeseen swings in demand was substantiated; the application of the methods of regression
analysis and forecasting of time series to assess the market factors of supply logistics was considered; the model for determining the
optimal stock size was studied taking into account storage costs and probable shortages; the architecture of the applied information
technology for planning supply logistics was developed; the proposed IT enables analyzing and predicting changes in the main market
factors and, in accordance with the results obtained, solving inventory management tasks efficiently. In this case, the deficit and back-
ordered demand can be taken into account. The operation of IT modules was illustrated by a test case. Conclusions. The use of IT is
efficient in making decisions on logistics planning of business processes, as well as in analyzing the efficiency of logistics for a
certain period of time. Further, the specified technology is going to be supplemented with the capabilities of solving inventory

logistics problems.
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Introduction

Any enterprise, both manufacturing and trading,
which processes the material flows, includes the service
that purchases, sells and temporarily stores products (raw
materials, semi-finished products, consumer goods). All
functions of the logistic service should ensure the efficient
execution of orders. Management tasks based on the
logistic approach are to coordinate the need for operations
on the cross-functional basis to achieve the global goal of
an enterprise. Logistics management enables combining
into a single system the task of managing the internal
business processes of the enterprise with the business
processes of partners and consumers.

Literature review and problem statement

M. Gordon, E. Kogan and others study the issues of
supply management. E. Krykavsky, A. Gadzhynsky,
B. Anikin, M. Oklander and others conduct model studies
of logistic laws. Methodological approaches to the
management of supplies are considered in the works
written by such foreign scientists as J. Riggs, O. White,
J. Johnson, J. Shapiro and others.

However, the issue of supply logistics is not
thoroughly studied in the theory of domestic management.
For example, the monograph [1] analyzes the system
factors of the efficiency of the supply logistics at
enterprises. Theoretical, methodological and applied
aspects of the category "supply logistics" are generalized.
The peculiarities of the implementation of integrational
cooperation in the system "supplier — processing plant"
are studied and organizational, strategic and information
factors of the supply system optimization are
substantiated.

Paper [2] considers the grounds of the material and
technical support and the ways of its improvement. The
basic requirements for operational inventory accounting
were developed to provide the supply department with
timely information for inventory management and
optimization. The universal structure of the logistics
department was developed and the main functions of this
department were determined.

The main point of logistics is to reduce the cost of
product delivery due to too frequent requests to a supplier
and freezing money in excess stocks [3, 4]. Both of these
extreme options are the consequence of the non-optimal
volume of goods ordered from the product supplier. That
is why attention should be paid to the fact how purchases
are calculated, planned and carried out, including the way
the volume of the purchased consignment of goods is
determined.

Factors and efficiency of integration of marketing
and logistics are considered in paper [5]. Conditions of
such integration at the stages of strategic planning are
studied. The idea of integration should also be used to
manage supply logistics.

Most of the work is devoted to the analysis of
logistic processes for industrial enterprises [6, 7]. The
procurement activity of a manufacturing enterprise affects
the operation of all sections of the enterprise: from
production to sales of finished products. Modern trends of
procurement logistics development are analyzed in paper
[6], the paper also deals with practical recommendations
to select a system for planning material resource needs
optimizing, optimizing expenses for the order execution
and maintaining the volume of stocks of the industrial
enterprise. But for universal enterprises, such as small
businesses, trade or intermediary firms, whose work
focuses on a wide range of products and highly depends
on demand, the problem of supply is not studied
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thoroughly.

To plan logistics, forecast models are used, in
particular, ones based on regression equations. Paper [8]
considers the issues of practical application of formalized
methods of forecasting in the process of tactical and
strategic planning at the industrial enterprise. The
examples of using product life cycle models, regression
equations and graphical analysis apparatus during
scheduled calculations are given.

Heuristic methods of project management are also
used [9]. Paper [10] proposes a choice of an integrated
strategy for inventory management on the basis of key
nomenclature groups that determine the profitability of the
enterprise and on the analysis of the forecastability of
goods sales. The methods of ABC/XYZ-analysis are used
[11].

Issues of development of selective applied models of
analysis, forecasting, quantitative assessment of supply
parameters and decision-making tools for supply
management according to the logistic concept remain
topical.

Under the current conditions of competition and
constant update of the range of market products, it is very
difficult to predict the demand for a short period of time.
In cases where the demand for separate items of the
product line temporarily deviates from the predicted
value, urgent decisions should be made on the supply of

be applied. Under these conditions, the applied software
should be used. Under these conditions, the use of modern
applied software technologies and tools will useful [12].

Therefore, the goal of the article is to develop
models and applied information technology to manage the
supplies of the enterprise taking into account unforeseen
demand swings. The following tasks are to be solved:

1. To develop the process model of supply logistics.

2. To form demand forecasting models and product
prices.

3.To form models for calculating the optimal
volume of orders for different demand options.

4. To develop the structure and modules of applied
information technology for managing the supply logistics.

Study materials and methods

1. Process models of supply logistics

Consider the basic logistics processes that support
the activities of a small enterprise related to the purchase
and sale of certain types of products [13].

Enterprise logistic processes are presented in the
context chart as an IDEFO model (fig. 1):

- supply of goods;

- acceptance of the order from the client;

- order picking;

- sending orders to the client;

certain volumes of products. To make such decisions, - reporting.
special models for calculating the volume of stocks should
Regulatory documents, job descriptions
Information 3
about the supply »
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Fig. 1. The generalized chart of the enterprise logistic processes

In addition to the interrelation of processes, the chart
reflects the input information, regulatory information, its
sources and output documentation for each stage.

Employees will enter information in appropriate
forms using the information system for supporting logistic
processes. The final cost of the order is indicated
by the company's responsible employee but a
preliminary estimate of the wvalue of the order
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is made in the information system. The details of the order
and the customer are stored in the database. The
information system automatically calculates the cost of
consumables and a service agreement is formed in
accordance with a template that can be changed
if needed. The data on the contract will be
obtained from the directory of customer data and the order
form.
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However, the task of optimal calculation of a lot of
goods should be solved in the first stage of the product
supply [14]. The forecast of the demand assessment
should be taken into account and a certain product should
only be ordered when it is necessary and in the quantities
in which the enterprise currently needs.

When implementing these processes, the situation
can arise when orders do not correspond to the quantity or
range of products kept at the warehouse. In this case, two
opposite situations may arise:

- when the ordered products are not available or it
will arrive shortly;

- when the products have already arrived but there
are no orders for it.

Thus, the classical problem of balancing supply and
demand [15] should be solved. This task is essential when
making supply management decisions. Its solution is
ensured by such components of logistic planning:

- forecasting demand;

- determining the optimal volume of supply orders;

- selecting a supplier with a reliable carrier to ensure
supplies of certain volumes and range of products.

The main requirements for the procurement system
are briefly described below.

1) while forecasting demand, a model should be used
that takes into account trends, seasonality and the required
level of meeting the demand with warehouse residues;

2) the order for the supplier should not be carried out
until the residues of any product of this supplier have
reached a critical level,

3) while determining the needs of the enterprise in
any product, exactly such amount that is enough to
provide the desired level of sales before entering the next
product according to the current order should be ordered.

If these three conditions are fulfilled, the volume of
the order, which is optimal in terms of the total costs of
transportation and storage of products can be calculated.
Determining the optimal amount of a lot of goods is
possible only using the modelling of supplies with
different variants of the volume and comparing the total
costs of transportation and storage.

2. Models of demand forecasting.

To forecast demand for products, regression models
that show a change in the resulting indicator when
changing the values of factor characteristics are used. In
this case, the factors affecting demand can be:

- the level of demand for the same product in past,

- advertising costs,

-the level of customers’
population as a whole),

- economic situation,

- the activity of competitors,

- the level of supply — is determined by substitutes
that are available on the market, a number and position of
competitors as well as the corresponding volumes of
production.

Consider the forecasting variable Y (demand level)
and a number of factors that have an impact — X;, X,, ...,

X, (independent variables). The values of the above

paying capacity (or

factors should be presented in a formalized form
(quantitatively).
The model of multiple regression in the general case

is described by the expression
Y =F(X, Xg,..0, X))+ €. (1)

In the case of a linear regression model, the
dependence of the variable from the independent ones is
as follows:

Y=L+ X+ X+ o+ S X+ e, 2

where Sy, 5.5, ...fy, are the assessed coefficients of

regression, € is the error component. It is assumed that all
errors are independent and normally distributed.

To build regression models, the database of
observations is needed. Using the table of values of past
observations, regression coefficients can be determined
(for example, by the method of least squares) thus
building the model. The correctness and adequacy of the
model are verified by several methods:

1) using the coefficient of determination, the strength
of dependence can be determined

R2:1_&, ©)

y

where D, is the residual variability (error dispersion),
D, is the output dispersion.

2) the statistical significance of the linear model can
be assessed basing on the F-criterion. If the connection
between some variables is non-linear, they should be
transformed (for example, their logarithm should be
found).

3) the quality of the equation can be assessed using
the t-criterion (Student) by checking the hypothesis that
the absolute term of an equation £, is equal to zero;

4) to determine the problem of multicollinearity,
which may arise if a lot of variables are analyzed,
statistical indicators of redundancy (tolerance, etc.) should
be used as well as ways to cope with redundancy (for
example, the ridge regression method).

If the impact of external factors cannot be
determined but there are statistics on the change in
demand over a certain period of time, the method of time
series analysis should be wused, in particular, the
Box-Jenkins method (ARIMA) [16, 17].

The method is based on the approximation of the
stationary sequence by the sum of the autoregression
sequence of the p-th order and the sequence of the average
variable of the g-th order:

p q
Yie = _2171 Yi-1 + &k _Izlalgk—l ’ (4)
iz =

where y; is the autoregression parameters; al is the

parameters of the average variable; &, is the sequence of
independent random values.

When there is a monotonous trend, the initial
sequence can be numerically differentiated. The result of
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such a transformation is checked for the stationary state by
analyzing the coefficients of autocorrelation.

The Box-Jenkins method involves the following
stages:

1) selecting the model structure, determining the
order of autoregression p, the order of the average variable
g, the multiplicity d of the numerical differentiation;

2) assessing the parameters y; (j = 1, 2, .. p),

a (1=1,2,..q)

3) forecasting the stationary sequence;

4) the numerical integration of the d-th order to
renew the character of the process taking into account the
trend;

5) assessing the accuracy of the forecast by
comparing the forecasted values and real data when
testing the method, assessing the statistical characteristics
of the residuals, checking if they correspond to the white
Gaussian noise.

The model of the demand dynamics is more accurate
if it is the sum of two main components — the polynomial
and the autoregressive ones.

The polynomial component g characterizes long-

term trends in the context of the changes in the demand
for products due to the period of the product life cycle.

o

The autoregression random correlated component y,

characterizes changes caused by external factors.
Therefore, the demand variable can be approximated by
the sum of polynomial component (of the p-th order) and
autoregression component (of the m-th order)

yk:ﬂk+yk;k=l,2,...n, (5)
p o m o
where #e =2 i Vie= 27 Vit
i= 1=

7; (=12,..,m) are the autoregressive parameters,

(6)=0; (s2)=0c2=7.

The stationary autoregression  sequence s
characterized by normalized autocorrelation coefficients
R R
A== (6)
O RO

y

o o

where R = <yk Yiesl > =’ p are  unnormalized
o

y
autocorrelation coefficients (I = 0,1, ..., m-1); o? is the
A

dispersion of the autoregression component.

The parametric adaptation of the model components
of the polynomial and autoregression sequence provides
for the assessment and iterative refinement of the
coefficients of the polynomial f, A,,..., B, as well as the

parameters of the autoregression (y,, y,.... 7 2= 7o)

&

by the data being observed. That will enable solving the

task of determining the two components of the sequence
based on the difference in their correlation properties.

3. Models of stock formation in the context of
stochastic demand

The economic volume of the order is equal to the
volume of the order for replenishment of stocks, which
minimizes the total cost of the stock of inventory. The
basis for the order is to reach the renewal point of the
inventory level. The economic volume of the order is
calculated to minimize the combined value of inventories
including costs for buying, storing, placing the order and
so on. The task of determining the order volume is related
to the optimization of the reserve stock. At the same time,
an optimal threshold value that acts as the basis for
placing an order should be found.

The most famous formula for calculating an
economic volume of an order is the Wilson formula, that
is based on the following assumptions [18]:

- the cost of placing an order is constant;

- the rate of demand is known;

- the time of order execution is constant;

- the purchase price of a unit of goods is constant.

Let us introduce the following variables:

- Y is the volume of demand for a certain period of
time;

- C, isthe fixed cost of placing one order;

- C, isthe cost of stock storage.

According to the above assumptions, the optimal
volume of order is equal to

a=|—==- @)

But this formula cannot be used in modern logistic
systems where the cost of placing an order is the only key
factor and does not take into account changes in demand
and price swings which are important when ordering a
large number of goods.

Consider the case when a real demand is somewhat
lower than a forecasted one. Then, the model of the stock
formation with the final delivery rate without any deficit
should be applied.

Let the ordered lot of goods of the q volume be
supplied with the rate of A units a period of
time. The supply system can operate without deficit
if the rate of supply 1 is greater than the rate of
consumption Y.

The stock is both obtained and consumed during the
period of time z;. The stock is only consumed during the

period of time 7, . Then, the cycle lengthis 7 =17 +7,.

Let us designate the volume of demand for a certain
period of time as Y. Taking into account that the minimal

available stock is
Y
Iy = Q(l_zj ) (8)

the system costs for a unit of time are:
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The volume of the optimal lot is:

(10)
(11)
The minimal cost in a unit of time is:
* 1 YI
C = ?ZCZCXY [1—7j . (12)

Consider the case when real demand is higher than
the forecasted one. Then the model of stock formation
should be used in the context of a deficit taking into
account the unsatisfied requirements. When the losses due
to the deficit are comparable to the cost of saving, the
deficit is allowed.

Fines related to the stock unit deficit per a unit of
time are designated as d, the maximal value of the
back-ordered demand is designated as yd. The cost of
storing products is proportional to the average value of the
q_yd q_yd ,|nthe

2 Y

stock and the time of its existence

same way, the deficit losses are proportional to the
average value of deficit de and the time of its existence

):(—d. The average cost of the system operation within a

cycle including the cost of placing an order, maintaining
stock and losses due to the deficit is as follows:

o _c L Cxla-ye) +ay?

2 T (13)

Let us divide the cycle costs by its value r=%,

system operation costs per unit of time are obtained:

' 2 2
C:CZY +Cx(q_yd) +dyy _

C 2q

X

Therefore

(14)

(15)

(16)

Substituting values q" and y~ into corresponding

equations, other optimal supply parameters can be
calculated:

(17)

(18)

(19)

Results and discussion

The proposed applied IT for supply management
consists of modules of the developed software, the
Statistica standard system and the database. The
architecture of the applied IT is given in fig. 2 [19].

IT modules

Demand Forecasting and

@ i Analysis Module

al Price Forecasting and
Analysis Module

Module for assessing deficit E

and calculating logistic costs

'

Module for calculating the
optimal supply parameters

&

TITT Statistica
-

v
@ DB
Access

Fig. 2. The architecture of the applied IT of supply logistics

Information technology contains four calculation
modules [20, 21]:

- demand forecasting and analysis module;

- price forecasting and analysis module;

- module for assessing deficit and calculating logistic
COsts;

- module for
parameters.

First two modules are linked to the Statistica system
by ActiveX connection. The other two modules receive

calculating the optimal supply
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data from the database in the MS Access format and make
calculations basing on the built-in algorithms. The
Statistica system is integrated with the data based on the
OLE technology.

The approbation of the applied IT operation was
carried out using the example of procurement of materials
for construction companies by an intermediary firm.
Demand forecasting is carried out by the method of
multiple regression. The following steps are performed:

- a base of observations is formed;

- significant independent variables (factors) are
singled out;

- variables are transformed in the case of nonlinear
dependence;

Table 1. Multiple regression results

- a regression equation is built;

- the quality of the equation and forecast is assessed
based on a number of criteria;

- the forecast is assessed by the diagram of predicted
values and errors;

- the predicted value of demand is determined.

The forecasted variable denoted as Y is the time
series of changes in demand for a month. The normalized
values of the variables are chosen as independent
variables: X, is the change in income of construction

companies, X, is the cost of advertising, X; is the
impact of competitors, X, is the change of price. The
results of the regression are presented in table 1.

Regression summary for dependent variable Y
R=0,898 R®=0,806 Adjusted R?=0,801 F(4,177)=183,76 p<0,000

B Std.err. of B b Std.err. of b t(177) p-value
Intercept 111324,6 100412,8 1,108 0,269
Xq 0,023 0,034 11203,8 16198,5 0,691 0,490
X, 1,698 0,095 0,3 0,0 17,702 0,000
X3 -0,499 0,088 -0,3 0,1 -5,646 0,000
Xy -0,609 0,049 -3.3 0,3 -12,248 0,000

The table shows that the first variable is not
statistically significant, that means that it can be neglected
in the equation. In this case, the regression equation is as
follows:

Y =111324,6+0,3 X, —0,3 X5 —3,3 X,

Thus, the conclusion can be made that the price
change has the greatest impact on the value of demand.
However, the advertising cost factor is the most
statistically significant ( 8, is maximal).

The built model reflects a significant dependence of
demand on these factors since the coefficient of

determination is high (0,8). F-criterion proves the model
linearity. However, the absolute term of the equation is
not determined exactly enough (the error is about 25%).

Let us analyze the errors of this model. Fig. 3 shows
the normal probability curve of residuals (errors). It shows
that the residues are not distributed normally. Let us build
the diagram of the residue dispersion with respect to the
magnitude of the forecasted variable (fig. 4). It is evident
that the dispersion of residues is random for large and
average demand values. But for small values, this
distribution is not random. That is, the built model is more
adequate for large demand values.

Normal probability chart of residuals

-1
Normal|assessment

3

-2E6 -1,5E6 -1E6 -5ES 0

Fig. 3. The normal probability graph of regression residuals

5E5 1E6 1,5E6 2E6 2,5E6 3E6

Residuals




Cyuacnuti cmamn HayKo8ux 00CaiONceHb ma mexnoao2it 6 npomuciosocmi. 2019. Ne 1 (7)

ISSN 2522-9818 (print)
ISSN 2524-2296 (online)
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0,95 Conf.Int.

Fig. 4. The diagram of residual scatter relative to the forecasting variable value

Let us analyze the change in the price of products.
The linear graph of price changes during a year is given in
fig. 5. It is seen that the given time series is not stationary.

To use the Box-Jenkins method, a number of
transformations should be done: three-point, moving,
average, and logarithmic ones.

While assessing the model parameters, several sets
were analyzed. The best parameters are p = 0, P = 0,
g=1, Q=1 (table 2).

The built graph of the autocorrelation function also
evidences the quality of the model (fig. 6). Thus, the built
model of the autoregression can be used for forecasting
product price.

Linear chart

28

26

24

22

20

Price
16

65
49

a7
81

129 161
13 145 177

Fig. 5. Source time series

Table 2. The results of model parameter assessment

193

225 257 289
209 241 273

321 353 385
305 337 369 401

Output: Price: Transformations:3 pts mov. aver., In(x) Model: (0,0,1)(0,0,1) MS residual = 0,089
Paramet. | Asympt.std.err. | Asympt. t( 394) p lower - 95% conf. upper - 95% conf.
q(1) -0,973 0,008 -113,993 0,00 -0,989 -0,956
Q1) -0,857 0,018 -46,690 0,00 -0,893 -0,820
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Autocorrelation function
PRICE : APTICC (1,0.1);

(Standard errors — white noise assessments)

Lag Corr std.err T Q P
1 1,360 ,0498 | r 152,12 ,0000
2 +,115 ,0498 } 157,50 ,0000
3 +,054 ,0497 | l 158,67 ,0000
4 +,019% ,04%6 } I 458,81 ,0000
5  +,052 ,0496 f 159,91 ,0000
&  +,009 ,0495 | |] 159,94 ,0000
7 -,006 ,0494 | | 159,95 ,0000

+,011 ,04%4 ¢ I] 460,01 ,0000
9 +,023 ,0493 | I 160,22 ,0000
10 -,012 ,0492 } |] 160,28 ,0000
11 -,017 ,0492 } |] 160,40 ,0000
12 +,007 ,0491 | 460,41 ,0000
13 +,022 ,0491 I 160,62 ,0000
14  -,008 ,0490 } | 160,65 ,0000
15 -,009 ,0489 } | 160,68 ,0000

0] . A A 0]
-1,0 05 0,0 0,5 1,0 — conf int.
Fig. 6. Autocorrelation function
The next stage of logistics analysis is the assessment Conclusions

of the potential deficit or filling of the warehouse. In this
case, costs and optimal supply parameters are calculated.
Among the costs, the costs for the supply cycle and per
unit of time are calculated.

In the model for calculating the optimal supply
parameters, the following parameters are calculated
(fig. 7):

- the optimal amount of a supply lot;

- the optimal amount of back-ordered demand;

- the optimum value of the stock;

- the optimal value of the order renewal period;

- optimal logistics costs.

& [

{8 Calculation_of the Optimals =

Ana Pac4eTa oNTUManbHBIX noKazarenei BBEOQWUTE 3HaYeHWA NepemMeHHbIX

BBeaHTe CTOMMOCTE 3aKa33 Ki

1
BEEANTE USAEMHKIA CONEPMKAHNSA MPORYKLIH B EAMHALLY EPEHEHH S:

5

BBeauTe BenMuMHY Tpoca v
19820

BeeguTe enmunty wrpada sa aeduumt d (ecm geduuara vet, To 1):

10

| OBBEN ONMTHHANEHOM NEPTHM |

109,05

|0nTMMaanaq BEMM4MHA 33LOMKEHHOTO CPOca |

0,01

| ONTHMANLHAS BENMYMHA 3anaca |

109,04

e —

72,70

[ ONTHHANBHEIE M3AEMKIHN PABOTHI CHETEMS! l

363,50
CpEBHWe 3HAYEHWA ONTMMANEHLIX NoKasaTenei ¢ ,D,EEC[BWEJ'\LHI:IMM. BHecuTe HEOEXDAMMI:IE H3MEHEHWA

Fig. 7. The results of the calculation of the optimal parameters of
supply logistics

The generalized logistics chart of supply was
developed. The supplement of the first block of
the above chart is substantiated by the processes
of market research of demand for products and
planning of wvolumes of supply in accordance with
forecasted demand and possibilities of a deficit
(or surplus) of products as a result of unforeseen swings of
demand.

The use of methods of regression analysis and
forecasting of time series for assessing market factors of
supply logistics is considered.

The models for determining the optimal volume of
the stock are considered taking into account storage costs
and possible deficit.

The architecture of the applied information
technology of supply logistic planning is developed.
The proposed IT enables analyzing and forecasting the
change in key market factors and, in accordance
with the results obtained, efficiently solves the
tasks of stock management. In this case, it is possible to
take into account the deficit and back-ordered
demand. The operation of IT modules is illustrated by a
testing example.

The use of IT is efficient when making decisions on
logistic planning of business processes as well
as when analyzing the efficiency of logistics over
a certain period of time. In the future, it is
supposed to supplement the mentioned technology
with capabilities for solving tasks of warehouse
logistics.
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MOJIEJII TA IIPUKJIATHA THOOPMAIIIMHA TEXHOJIOT'TS JIOTICTUKHA
INOCTAYAHHSA B YMOBAX KOJIMBAHbB ITOIIUTY

IIpeqMeToM NOCIIDKEHHS € MPOLECH IUIaHYBaHHS JIOTICTUKH MOCTa4aHHS 3 ypaXyBaHHSAM KOJIMBAaHb IOIUTY i IiH Ha MPOIYKIIIO.
Merta pobotH — po3poOka MoJeNell Ta MPHUKIAAHOI iH(OPMAIITHOI TEXHOJOTIT IJIg YIpaBIiHHA MOCTaBKaMH MiANPHEMCTBA 3
ypaxyBaHHIM Henepen0adyeHNuX KOJIUBaHb MOMUTY. [Ipy bOMY BUPILIYIOTECS TaKi 3aBAAHHS: PO3po0OKa NPOLECHOT MOJIE JIOTICTUKH
nocravyanb, (hOpMyBaHHS MoJeieil NPOrHO3YBaHHS IONMUTY Ha INPOXAYKI0, GOopMyBaHHSI MoOAeNed pPO3paxyHKY ONTHMAILHOTO
00csTy 3aMOBJICHb NPU PI3HUX BapUaHTaX IMOMHUTY, PO3POOKA CTPYKTYPU Ta MOJYJTIB HPUKIAAHOI iHGOPMAIHOT TEXHOJOTIT 3
YIPaBIiHHS JIOTICTHKOIO IOCTa4aHHs. MeTOAM IOCIIJDKEHHS: CTPYKTYpHI IPOLECHI MOJEJi, METOAM perpeciiHoOro aHaiily Ta
IIPOTHO3YBaHHS YaCOBHUX PSIiB, MOJedl yrpaBiaiHas 3amacamu, nporpamanii maker STATISTICA, metoau 06’ €KTHO-OPIEHTOBAHOIO
nporpamyBanHs. Pe3yabTaTn: Po3po0iieHo y3araabHeHy cXeMy JIOTICTUKH TocTtadanHs. OOrpyHTOBAHO JTOMOBHEHHS HEPIIOro OJIOKY
BKa3aHOi CXEMH IMPOIeCaMUd MApPKETHHTOBOI'O AOCITIDKCHHS IMOMHUTY Ha MPOIYKIIIO Ta IUIAHYBaHHS OOCATIB MOCTa4yaHHS 3TiIHO 3
MIPOTHO30BAaHMUM IOMUTOM Ta MOXIIHUBICTIO Ne(imuTy ab0 HAIIUIIKY HMPOAYKLii BHACIIZOK Hemepea0adyyBaHUX KOJUBAHb IOIHTY.
Po3rnsHyTO 3acTOCYBaHHS METOJXIB pErpeciiHOro aHalily Ta IPOTHO3YBaHHS YacOBHX PSIIB U OLIHKK PHHKOBHUX (akTopiB
JIOTiCTHKU TOCTadaHHs. J{OCHi/DKeHO MoJerdi BH3HAYCHHS ONTHMAJIBbHOTO PO3MIpY 3amacy 3 ypaxyBaHHSM BUTpar 30epiraHHs i
MOXJIMBOTO Aediuuty. Po3pobieno apxitekrypy npukianHoi iHdopmauiiinol TexHousorii (IT) ruraHyBaHHS JIOTICTUKH ITOCTayaHHS.
3anporoHoBaHa IT no3Boisie aHami3yBaTW i IPOTHO3YBAaTH 3MiHY OCHOBHHUX PHHKOBHX (aKkTOpIiB 1 BIANOBIAHO 1O OTPUMaHHX
pe3yasTaTiB ¢(heKTUBHO BHPIIIYBAaTH 3aBAaHHS YIIPaBIiHHS 3amacaMiu. IIpu oMy 3'SIBISETHCS MOKJIHBICTH BPaXOBYBAaTH HAsBHICTD
nedinuty i 3aboproBaHmii mommt. PoGorta MonymiB IT mpoimocTpoBaHa TecTOBUM MpHKIagoM. BucHOBKHM: BHKOpucTaHHS [T
e(eKTHBHO TIPH TPHUHATTI PILICHB JIOTICTHYHOTO IUIaHYyBaHHS Oi3HEC-TIPOIECiB, a TAKOXX B aHali3i €()EeKTHBHOCTI JIOTICTHKH 3a
neBHUH mepio dacy. Hamani mependadaeThcsi JOMOBHUTH 3a3HAYEHY TEXHOJIOTIIO MOYIJIMBOCTSIMH BUPILICHHS 3aBIaHb CKIIAJCBKOL
JIOTiCTHKH.

KnrouoBi cioBa: joricThka nocTayaHHsS; NPOTHO3YBaHHS IIONHMTY; ONTHMI3allis HapaMeTpiB; YacoBi psaH; HPHKIaIHA
iHpopManiitHa TEXHOJIOTis.

MOJAEJIN U TPUKJIAJTHAA UTH®OPMAIINOHHASA TEXHOJIOI'USA JIOTUCTUKHA
CHABXXEHUA B YCJIOBUAX KOJJEBAHUM CITPOCA

IIpeqMeToM unccienoBaHUs SBISIOTCS MPOIECCH! IUIAHUPOBAHMUS JIOTHCTHKH CHAOXKEHUsI ¢ y4eToM KosieOaHHWil crmpoca W IeH Ha
npoaykuuto. Heas pabotel — pa3paboTka Mojerneil W NMpUKIaAHON HHGOPMAIIMOHHON TEXHOJOTHH JUIS YHPABJICHHUS MOCTaBKaMU
HPEINpPUATHS C YY€TOM HENpeIBUACHHBIX KojebaHuii crpoca. [Ipu 3ToM pemaroTes cnegyromue 3agaqyu: pa3paboTka MPOLECCHOMH
MOJIENH JIOTHCTHKH TTOCTaBOK, (hOPMUpPOBaHHE MOJIeIel TIPOrHO3UPOBAHMS CIIPOca Ha MPOYKINIO, (popMupoBaHHe Mojenel pacuera
ONTHMAJBHOTO O0BEMa 3aKa30B MPH PA3NMMYHBIX BapHaHTaX CHOpoca, pa3pabOTKa CTPYKTYpsl M MOAYNeH IpUKIagHOI
MH()OPMAIIMOHHOI TEXHOJIOTHH YHPABIECHHUS JIOTHCTHKONH IOCTaBOK. MeToabl MCCIIEIOBAaHMSA: CTPYKTYPHBIE HPOIECCHBIE MOJENH,
METOJIBI PETPECCHOHHOTO aHaIM3a M IPOTHO3HUPOBAHUS BPEMEHHBIX PSIIOB, MOJENH YHPaBICHUS 3allacaMH, IIPOTPAMMHBIN MakeT
STATISTICA, wmertoabl 00BEKTHO-OPHEHTHPOBAHHOTO IporpaMMupoBaHus. PesyabraThl: Pa3paboTaHa o6oOuieHHas cxema
JIOTHCTUKH cHaOxeHHs. OGOCHOBAHHO JIOIOJIHEHUE NEPBOro OJIOKA YKa3aHHOH CXEMbI IPOLEcCaMM MapKETHHIOBOTO MCCIIEIOBAHUS
CIIpoca Ha MPOAYKIHMIO M TUIAHUPOBaHHS 0OBEMOB MOCTABOK COIVIACHO MPOTHO3HPYEMBIM CIPOCOM M BO3MOXHOCTH Ae(hHINTA HIN
M30bITKa MPOAYKIMU BCIIEICTBHE HENpeJICKa3yeMbIX KonebaHui crpoca. PaccMOTpEHO NPUMEHEHHE METONOB DPErpecCHOHHOTO
aHanM3a W MPOTHO3MPOBAHMS BPEMEHHBIX PSOB AN OLEHKM PHIHOYHBIX (DaKTOPOB JIOTHCTHUKH IIOCTAaBOK. MccienoBana Mojenb
OTIpEIENIeHNs] ONTUMAIFHOTO pa3Mepa 3amaca ¢ y4eTOM H3JepKeK XpaHeHHs M BO3MOXKHOTo nepunura. Pazpaborana apxutekrypa
MIPUKJIATHON HH(POPMANMOHHONW TEXHOJIOTHH IUIAaHUPOBAHMS JIOTUCTHKH NocTaBok. [Ipemmoxennas MT no3Bonser aHaM3upoBaTs U
MIPOTHO3MPOBATH N3MEHEHHE OCHOBHBIX PHIHOYHEIX ()aKTOPOB M B COOTBETCTBHH C MONYyYEHHBIMHU pe3ysbTaTaMu 3G (EeKTHBHO penraTh
3a1a4u ynpaBJICHUA 3altaCaMHu. H‘plfl 9TOM IMOABJIACTCA BO3MOKXHOCTh YUYHUTHIBATH HAJTUYNUEC )le(bl/lLU/lTa nu 3a}10.]'l)KeHHblI>’l CIIpocC. Pabora
mMoayieii T mpomimtocTpupoBaHa TECTOBBIM HprMepoM. BeiBoabl: ucrnonbs3oBanne UT addexTnBHO NpH MPUHATHH PELICHUI
JIOTHCTUYECKOTO TUIaHUPOBAaHHs OM3HEC-TIPOLIECCOB, a TaKXke B aHanu3e A(P(EKTHBHOCTH JIOTHCTHKU 3a ONPEICTICHHBIH MEpHO.
BpeMeHU. B nanpHelimem mnpenmnonaraercsd AOMOJNHUTH YKa3aHHYIO TEXHOJOTHMIO BO3MOXKHOCTSIMM pEIIEHHs 3a7ad CKIaACKON
JIOTHCTHUKH.

KnioueBble cjI0OBa: JIOTHCTHKA CHAaOXEHHs; INPOTHO3MPOBAHUS CIIPOCA; ONTHMH3AIMS I1apaMeTPOB; BPEMEHHBIE PSJIBI;
MIPUKJIaTHAST HHPOPMAIMOHHAS TEXHOJIOTHSL.




