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INFORMATION TECHNOLOGY FOR RECOGNITION OF ROAD SIGNS USING A
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The subject of the study is the methods and tools for automation of recognition of road signs at the level of software implementation.
Detection of road signs is associated with the processing of a significant amount of video data in real time, which requires significant
computing power. Therefore, the purpose of the work is to automate the process of recognition of road signs for filling the databases
of navigators, which will allow operatively provide drivers with up-to-date information on established road signs. The following tasks
are solved: analysis of methods and software for image recognition; development of the search algorithm for characters in the video
frame; implementation of the definition of the contour of the sign; realization of a convolutional neural network for recognition of a
sign; testing of applied information technology work. Methods are used: convolutional neural networks; Viola-Jones's method for
recognizing objects in an image, the Bousting method as a way to accelerate the recognition process with a large amount of
information. Results: Different approaches to the identification of symbols on images, various software tools for object recognition,
image transformation for optimal fragment are considered. An algorithm for detecting and recognizing the sign is developed. Using
the Viola-Jones method, a fast way to calculate the values of attributes using the integral representation of an image is implemented.
The recognition process takes place by constructing a convolutional neural network. Features of the layers of the roller network are
considered. Schematically illustrated script recognition. The process of interaction of the system with different data sources is
represented by a diagram of precedents. The main result is the creation of information technology for the automated recognition of
road signs. The algorithm of its work is presented in the form of a sequence diagram. Conclusions. Using the applied application
information technology, recognition of road signs is made with an average probability of 88%, which allows automating the process

of filling the database of navigators to a large extent, to increase the reliability and productivity of the given process.
Keywords: image recognition; neural network; computer vision; information technology.

Introduction

In our time, a simple and commonly used tool for
drivers to make it easier to control a car is navigators.
They plan a route, report traffic congestion, inform about
any changes in the road situation. It provides both driver
comfort and road safety for all road users. One of the most
important parts of many programs, including navigators, is
a constant update to meet the expectations of users.
Thanks for upgrading the recommendations for drivers are
really relevant and reflect the real situation. At present, the
updating of the database, for the most part, is still
provided by people who see the road signs, markup,
analyze the situation on their own. But with the
development of technologies and software, there is an
opportunity to automate some of these processes, and
especially — the stage of recognition of road signs.
Transferring the process to a software basis will enable
data updates to be faster, cheaper, and better than large
staffs do. Thus, the need for human presence to verify the
work of the program will remain, as it is necessary to
achieve a high level of quality that will provide complete
safety, but the volume of work will be reduced several
times.

Analysis of publications and problem statement

The task of recognizing road signs is quite known.
This is due to the fact that, firstly, road signs play a crucial
role in regulating traffic, ensuring the safety of drivers and
pedestrians, as well as in navigation and route search
tasks; and secondly, road signs are designed in such a
way as to facilitate their identification.

Signs recognition is usually performed in two stages:
the detection of a sign and its own recognition. Road signs
have specific colors and shapes, and are usually visible

from afar on the road. As a rule, known algorithms and
software detecting signs take these features into account.
The input (most often video from the camera installed on
it) passes a series of transformations in order to select
areas that are in the correct shape and contain character-
specific colors. [1].

Detection of road signs is associated with the
processing of a significant amount of video data in real
time, which requires significant computing power. Pre-
processing an image can greatly ease the task. One way to
preprocess the video is to analyze the colors used to
transfer to the HSV (Hue, Saturation and Value) space.
The preliminary color analysis allows to increase the
reliability and the speed of software [2].

In addition, for the classification of road signs,
methods are used based on the analysis of signs [3, 4].
For example, for constructing and analyzing a system of
attributes, the method of reference vectors and histogram
oriented gradients can be used [5].

A promising area of research is the use of neural
networks for problems of pattern recognition, in
particular, road signs [6, 7]. When learning a neural
network or other classifiers it should be borne in mind that
the image of characters on video is not always perfect.
The quality of the image depends on lighting, weather
conditions, the angle of view, the presence of
contamination or damage and other noise factors. In order
to take into account these features, it is necessary to have
a significant amount of video captured in different
conditions. An alternative can be the use of synthetic data
obtained by generating different noise and transformations

(8].

The purpose of the work is to automate the process
of recognizing the road signs. To achieve the goal, the
following tasks should be solved:

-analysis of image recognition methods and
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software;

- development of the search algorithm for characters
in the video frame;

- realization of the definition of the contour of the
sign;

- realization of a convolutional neural network for
recognition of a sign;

- testing of applied information technology.

Materials and methods of research

1. Description of the existing process of
recognizing the road signs

Safety on the road is provided primarily by traffic
rules. They have their foundation - road signs and markup.
Signs are divided into:

- prohibitive;

- giving orders;

- warning;

- priority signs;

- information;

- service signs.

Categories of signs are different, but within the
category the signs are very similar. Signs, preferably, have
the same colors and shape, so that drivers can understand
from the distance what they mean. Similarity of forms and
shades on signs (shades according to standards should be
used the same on all signs) helps not only the drivers but
also those who replenish the base of signs for navigators.

The complexity of recognizing signs will be that they
can be accompanied by signs bearing different
characteristics (the time of the sign, the length of the sign,
etc.). When recognizing characters, it is difficult to take
into account such plates, because they are usually smaller
than the sign and have a small font. However, their
presence allows us to understand that the insertion of signs
in the database can not be unambiguous and has certain
rules. Without taking into account additional information,
some signs can still be entered into the database.
However, you need to lay down a number of rules that
must be respected when entering the recognized sign.

First of all, when implementing the recognition of
road signs, you need to pay attention to the signs
"pedestrian crossing”, "speed limit", "ban on turning",
"ban on overtaking" "curvature of the road", "caution,
children” and "steep ascent/descent”. Recognition of these
signs is of primary importance. If these signs are clearly
recognized, further addition of signs to the database will
not require the significant effort.

Currently, the process of filling the database of
navigators is due to the staff of the workers. From drivers
of special cars there are video data on which the real road
situation is shot - markup, signs, traffic lights, entrances,
intersections - everything that the average driver sees.
With this information, it is possible to estimate many
different factors, for example: what path is indicated by
the sign, to what extent it acts, as well as whether it is
duplicated and whether it should be introduced into the
database. With the help of human skills, these factors
manage to take into account and realize the maximum
similarity of the map with the road. Mostly, thanks to this

quality, human labor remains indispensable in a field that
does not tolerate mistakes.

But software tools are fast developing and at least
signs can be automated, supplemented by defining the
position in shape and size on the images and integrated
into the process of filling the database with a number of
advantages. Since the input, we have video data that can
be decomposed into frames and each scrupulously
checked (automated), then the work is reduced to
determining the presence of a character in the frame and
determining its content..

To determine the presence, you can use such a
feature as the monotony of shades. Each sign uses the
standard colors - white and blue; red and white; red, white
and black. Signs stand out against the background of the
environment. Even if they are not so clearly visible by the
human eye, you can automatically recognize red with
white between green and blue on a grey background. Of
course, these colors are widespread. But looking for
specific shades, combinations of colors and their
accumulation can at least cut off frames that do not
contain them and, accordingly, do not contain signs. It
should be noted that most frames can only contain gray
road, white marking and sky. These frames are intended to
be cut off. Next, you need to find out where there is a
sign, and where is the blue car. For example, through the
shade of windshield inside or in the form. This will reduce
the number of frames and facilitate the work of the neural
network, which would require a lot more time.

From the description of the existing recognition
process and its shortcomings, we can distinguish the key
fragments that should improve the applied information
technology (AIT), its main functional tasks and
advantages.

The main task of the AIT is to identify places where
there is a road sign and recognize which sign is present at
least of those that should be manifested in the first place —
"pedestrian crossing”, "speed limit", "ban on turning",
"ban on overtaking" "curvature of the road", "caution,
children" and "steep ascent/descent”. Thus, a number of
images will be created from the files — frames that the
program will process. Since it has no information how
large the series will be, it is necessary to provide for the
acceleration of work with a large amount of data. As a
solution to the problem, you can split the video file into
smaller fragments during operation.

The AIT should use free software, open source
resources and ready-made libraries, modules, or functions
since the development of object recognition in images is
already well-developed.

When recognizing a road sign, it should be entered
into the base of the navigator, although it is desirable to
also this stage to automate. But for this, it is necessary to
find the distance to the sign, its relation to a certain road,
and to a certain part of it, which will greatly increase the
complexity of the project. Therefore, there is a need for an
intermediate stage of data storage - the result of the
process of recognition process should be inserted into a
separate database, which will store the data on the sign,
the frame on which it is located and additional data. If
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necessary, it will be possible to integrate the data thus
prepared with the results into the navigator base.

2. Research methods

The Viola-Jones method is used to detect objects in
images [9]. Although the method can recognize different
classes of images, the main task when creating it was the
facial recognition. the algorithm of this method is able to
detect objects very reliably and quickly enough to work in
a real time.

The Viola-Jones detector is a cascade of classifiers.
It combines the following concepts:

- features of Haar are used;

- images are presented in an integral form;

- boosting is used.

The feature of Haar is a rectangular primitive. From
the beginning, the authors proposed the main four
primitives (fig. 1a), but the OpenCV library uses
additional primitives (fig. 1b) that enhance the recognition
quality by additional tests from non-standard points of
view.

The value of the attribute is calculated by the
formula:

F=X-Y,

where X — the sum of the pixels values filled with a light
part of the sign, Y — the sum of the pixels values filled with
the dark part of the sign.

=12y el
e N K

Fig. 1. Haar's primatives are: a) standard, b) additional

Each feature works in pairs with the threshold, and
the decision of the sign is determined by comparing its
value with the threshold. The Viola-Jones method
implements a fast way to calculate the values of the
attributes, which uses the integral representation of the
image. The integral representation of an image is a matrix
that has dimensions as in the original image, the value of
the elements which is defined as the sum of intensity
peaks of the ridge, which are left and above. In such a
matrix, the sum of the pixels values in an arbitrary
rectangle is calculated at a constant time.

Consider a set of methods that help increase the
accuracy of analytical models. "Weak" models do not
allow to classify objects, make a large number of errors.
Therefore, Boosting  (enhancement, amplification,
improvement) is intended to amplify weak models by
sequentially constructing their compositions so that each
subsequent model corrects the errors of the previous one..

AdaBoost (adaptive boosting) is a machine learning
algorithm proposed by Yoav Freund and Robert Schapire
that combines a number of weak classifiers into the strong
one. This is done on the Haar features — signs of digital
images used in pattern recognition. They owe their name

to the intuitive similarity with Haar wavelets. Haar
features were used in the first real-time face detector.

AdaBoost assigns a weight to attributes based on
their quality, and as a result, a strong classifier is a linear
combination of weak classifiers with corresponding
weights. The Viola-Jones method combines several strong
classifiers built by the AdaBoost method in a cascade. To
train the cascade, a positive and false sample is built. The
classifier in the first stage is selected in such a way that
with a small number of primitives to cast a large number
of erroneous objects while preserving almost all positive
objects of the training sample.

For each next step, the number of primitives
increases, false-positive actions of the previous stage are
denoted as negative elements of the sample and the
training continues. Consequently, the following stages are
trained to correct the errors of the previous, while
maintaining high accuracy on the true sample items. Thus,
using a cascade allows you to quickly reject most of the
false objects in the early stages, which greatly reduces the
number of computations. Among the benefits of boosting:
good generalizing ability; the simplicity of
implementation; own overhead boosting costs are small;
the ability to identify objects that are noise emissions.

The detection process is performed by sliding the
detection window throughout the image. For each
window, the cascade solution is calculated. In the case of
a positive answer, it is assumed that the desired object is
inside the window. After completing one pass of the
image, the window size is increased. The window size is
increased until a predetermined size is reached. A smaller
percentage of increase improves the detection rate but
increases the total processing time.

The recognition process takes place by constructing
a convolutional neural network [10, 11].

Rolling Neural Networks include the three main
paradigms:

1. Local perception. At the entrance of each neuron,
not all images (or outputs of the previous layer) are fed,
but only some of its area and each individual neuron is
separate. This significantly reduces the amount of
computing and at the same time allows you to save the
topology of the image from the layer to the layer. With
this approach, each neuron of the next layer receives
information not from the entire previous layer, but only
from the part that it describes. The selected part may be
described by a matrix (usually it is chosen in the size of
5 x 5). "Scanning" by a neuron only a part of the image
allows you to capture its features, which greatly increases
the accuracy of recognition.

2. Joint scales. This concept allows for a large
number of bonds to use a relatively small number of
parameters to be studied, by selecting weight coefficients.
This is achieved due to the fact that all neurons of the
same card have the same weight coefficients (matrix of
weights). Therefore, when learning the network for an
entire map, only the weight matrix is adjusted. As a result,
the training of the network runs much faster than the usual
perceptron, which, during training, is configured to each
link between the neurons of neighboring layers. For
example, consider the number of parameters that can be
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configured between two 14 x 14 and 10 x 10 cards with a
5 x 5 weight matrix. In the conglomerate it will be the
number of elements of the matrix of weights, that is, 25
parameters, in the perceptron, this will be the number of
all the links between the cards, that is, 19600 parameters.
At the same time, from this assumption, the accuracy of
recognition does not decrease.

3. Sub-sampling. The essence of this idea is to
reduce the spatial dimension of the image. There are
layers of the same name that do not analyze the image but
only reduce its size, without losing the already highlighted
features. This approach allows achieving partial
invariance to scale.

The structure of convolutional neural networks
involves the alternation of convolutional and sub-
sampling (sub-level) layers initially and the presence of
several fully-connected layers at the output.

Consider the features of the layers of the
convolutional network.

1) Convolutional layer.

The essence of this layer is as follows: a limited
matrix of weights moves along the treated layer, is
multiplied by element in a fragment of the layer,
the result is summed up and applied to the input
of the activation function of the corresponding neuron of
the convergent layer. The matrix of weights, it is
a set of weights or a kernel of convolution, as if
"graphically encodes" any sign, for example, the presence
of a corner or a line. By the principle of shared
weights, each core of the convolution forms
a separate instance of the map of the signs, and

since usually several nuclei are used, the neural
network is multidimensional (on one layer, many
independent maps). When processing the matrix

of the weight of the layer, it is displaced every
time not in full step (the size of the matrix), but
on the small one. For example, with the dimension of a
5 x 5 weighing matrix to not "skip" the sought-after
attribute, it tends to move one or two neurons instead of
five.

The convolutional layer performs the convolution
operation of input signals X (outputs of the previous
layer) with the kernel W :

(X*W)(t) = j X (U)W (t —u)du . (1)

In the case of discrete values, the formula for the
convolution of the i-th value takes the form:

(X*wW) Zx W, 2)

If the input layer of the convolution is an image

formed by the outputs of the previous layer X", the
convolution with the kernel, which encodes a sign, taking
into account the bias B, forms a map of signs:

X' =B+ X"t W . 3)

The value of the output of a separate (i, j) — neuron is
calculated by the formula:

K K
Xil?j = f(bL +ZZWSLtX| —1)+s,(j+t) j (4)
s=1 t=1

where L — network layer number, b* — offset for layer L;
K — the size of the receptive field of the neuron; x', e X*
— the element of the matrix signal of the layer L;
w, eW" — an element of the matrix weights of the layer
L; f(x) —activation function.

The sigmoidal function is traditionally used as a
function of activation:

1
1+e™

fsigm (X) = (5)

Recently, however, the most commonly used is the
function ReLU (rectified linear unit), which eliminates the
negative values, leaving positive unchanged:

feaw (X) = max(0, x). (6)

Using the ReLU function speeds up network
performance. Additionally, it does not have a saturation
region that slows down the learning by gradient descent
methods.

Also, the function Softmax is often used:

]

fSoftmax (Xi) = F : (7)

The Softmax function outputs the neurons to a range
of [0,1], and the sum of all values is equal to 1. This
allows you to interpret the value of the function as the
probability of belonging to an object in a certain class.
Due to this, Softmax is often used as a function of the
activation of the source layer of the network.

2) Subsampling layer.

The subsampling operation performs the function of
reducing the dimension of the formed charts. The Max
Pooling conversion is most often used:

Xil,-j = max (X|+s j+t (8)

s E[IN
te[LN]

where N — window size for subsampling.

From the small square area of the neuron map of the
features, the maximum is selected and taken for one
neuron map of this layer features. It stores information
about the features found during the performance of the
convolution. Rarely use the operation of finding the
Average Pooling

L 1 S
X :szxns,m- )

This layer not only accelerates the further
calculations but also allows you to design a network that
is more invariant to the scale of the input image.

3) Full connection layer.

This layer is a regular perceptron that has proven
itself well in recognizing simple objects. After multiple
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image convolution passages and pushing densities, the
system is rebuilt from a specific high-resolution pixel
network to more abstract feature cards. As a rule, each
subsequent layer increases the number of channels and
decreases the dimension of the image in each channel. At
the end, there is a large set of channels that store a small
amount of data (even one parameter), which are
interpreted as the most abstract concepts found from the
original image.

These data are merged and transmitted to an ordinary
full-connection neural network, which can also consist of
several layers. At the same time, full-connection layers
already lose the spatial structure of the pixels and have a
relatively small dimension (in relation to the number of
pixels of the original image).

Research results

3. Designing an algorithm for recognizing signs

In developing the main function of information
technology, it was decided to realize the recognition of
characters using the neural network, as a sufficiently
accurate and reliable method, and to compensate for the
time of its work and the complexity of filtration of the
personnel that will come to it. Even a small video segment
contains a large number of frames. Therefore, before
giving frames for inspection, they will pass through a
simpler method of recognition, which will only check the
frame for the presence of characteristic features of the
characters - the color and form.

First of all, the search for shades will allow you to
remove more frames. All frames containing only road,
markup, cars and homes will be shed as they do not
contain the necessary shades and, what is also important,
in the right amount. In order for the frame to go further, it
must have clearly defined colors in distinct groups..

Before you give a frame for recognition, you need to
check which characters are there. To do this, you need to
check it for the presence of red and white (in the first
place), as well as with black. Such signs should be a
certain amount. In addition, so that a red car and white
marking are not identified as a sign, they must be searched
together. In addition, inside you can find a black color (a

Input frame sequence

specific black hue, so that the windshield is not
identified), but maybe the situation that it will not be.
After making such settings, the extra frames are filtered
out very quickly, and you will need to go further.

However, only a hue will not be enough, since there
may still be errors and the frames will be able to go
further. That’s why it was decided to take another check
by the selected frames - on the shape of the sign.

Another method that removes the rest of the extra
frames will be able to determine the shape of the sign. The
signs have a clear shape — a triangle, a circle, or a
rectangle. By standard, all signs should have a similar
shape, so it is a fairly clear indicator for identification.
Only one sign has the form of a diamond - a sign of a
priority road. This small exception will not be taken into
account so far, although in the future it can also be easily
recognized by a square pattern rotated 45 degrees.

Unfortunately not all signs are standing strictly front
surface to the driver and have a flat shape. Some can be
slightly deployed to the side, tilted, or even almost
deployed. Therefore, just three form templates will not be
enough and you will need to perform certain
transformations to recognize the form. The easiest and
most obvious way is to find at least one smooth side and
turn the template base on this side. If such a face is found
(the circle is identified in the process), returning the
pattern so that the face converges will reveal a triangle or
square. Creating additional templates will only complicate
the algorithm, since there are too many options for
distorting the shape.

So, with the help of another check, this time a
smaller sample of characters, it will be enough to
precisely determine exactly which frames are characters.
Recognizing a sign by these means will be difficult since
it will then be necessary to identify the numbers inside,
the drawing arrows, or even the text, so the next turn goes
to the convolutional neural network. In addition, the
neural network is able to study and improve the data over
time, replenishing its own knowledge, which is very
useful in this field..

Therefore, you can illustrate the recognition scenario
in fig. 2 schematically.
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Fig. 2. Scenario of the work of information technology
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We illustrate the process of interaction of the system
with different data sources using the precedent diagram in
fig. 3. The diagram shows:

request new
frame to check,
data
collection
potential
sign search
database
entry
Neural network 7

M recognition

System

video files

{

database
entry rules

preparing for
recognition

restricted
sample

result database

Fig. 3. Diagram of precedents

1. In addition to a sample of characters and video
files from which information is to be recognized, there are
still different rules for inserting characters into the
database, since the characters are different in principle,
and may also have different coding options, for example,
in different countries. This fact should also be taken into

open video
video conversion into
a series of images

end of video

search for colors there is an unverified image

account when recognizing signs. Recognition and entry
rules must be specified by the user, or entered in
accordance with the technical data from the video. This
will allow you to adjust the program in case the rules
change.

2. The neural network occupies the key place of
recognition of the sign and conducts voluminous work on
recognition. Nevertheless, in the scale of AIT in general,
much of the technical work in the preparation and
collection of data is carried out beyond its borders. Thanks
to this, the processing time for image searches should be
significantly reduced.

At the output of the program, a database will be
formed in which the results of the recognition are stored.
These will be the XML files that collect the following
data:

- a frame on which the sign is recognized,;

- category of the sign;

- sign meaning (speed limit, angle of inclination);

-form of the sign (stored separately for visual
display to the user); which should be entered into the
navigator in accordance with the rules;

-a note that the sign is not recognized for user
verification.

The algorithm of work can also be illustrated using
the UML activity diagram in fig. 4, which clearly shows
what actions and in which the sequence is executed.

Each main point of the AIT is indicated as a cycle
marked on the diagram with an orange diamond. At these
stages, the program checks data and decides how to
proceed.

recognized

return information
about the found sign

mark as
potential sign

not recognized

specificto signs  /

not found red

blue getinformation about
7) the type of sign
in addition to its presence

yellow

\{ data collection for

neural network
training

check the frame on

the shape of the sign

transfer data to
convolutional network

triangle

N

. . . restrict the sample
circle get information about
the type of sign based on the
‘ P 8 information received

square

not found

Fig. 4. Diagram of the activity of the technology of recognition of road signs

As you can see in the diagram - the technology
implements three major significant actions and one
additional — the conversion of video into a series of
images. Since the incoming data will come from the
customer, then their format may differ from the usual
video, so you need to set up the input data to a single type
— a group of individual frames in a single format. After
that, we have three stages: recognizing the shade in the

frame, detecting its shape, and further recognizing it in the
neural network.

In addition, for every significant action, we receive
additional information:

- when the shades are detected, you can identify the
type of sign (prohibitive, warning, or prescriptive) and
thereby reduce the subsequent sampling for recognition in
the neural network;

135
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- when the shape is recognized, the set of possible
variants of the character types will also be reduced;

- after checking the neural network, regardless of
whether the mark is recognized or not, the data is
collected for the user to be output (or immediately entered
into the database) in the first place, as well as for further
training of the network in the second place.

Even if the program could not recognize the sign -
the data can be passed to the user who either will be able
to recognize the sign or will simply be informed about his
ability to exist here. In addition, it will allow you to
further check the work of the AIT itself and to provide it
with data that is not enough.

System

4. Neural Network Recognition

Using the previous two steps, the neural network
work is greatly simplified because:

- A limited number of frames were found from all
videos where signs are very likely;

- Reduced sample of characters that can be depicted
in a frame using the detected color and form;

- The location of the sign is found in the contour
search, so you will not need to check the entire image -
only a small part.

From this follows that the work of the neural
network itself will take place only with the necessary
material and will not use too much time.

The work of AIT is illustrated by a sequence
diagramin fig. 5.

Program Neural network
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I

getimages and parameters

r-
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no sign potential sign detected, ‘
get restricted sample

request for full sample
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|
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ign inserted to database

return information
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| I
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|

|
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| unrecognized signs

Fig. 5. A sequence diagram

This diagram shows the sequence and the elements
the system interacts with different variants of action, as in
the cycles at the activity diagram.

The diagram does not specify a set of rules that are
mentioned in the precedent diagram since it is assumed
that this is not a separate database, but the configuration
within the system and it is arranged in the "Program". The
rules are simply taken into account and applied where
necessary. In the precedent diagram, they are referred to
for completeness of understanding the data that the
program works with.

In order to realize the recognition, the library of
computer vision OpenCV (open source computer vision
library) was thrown [12, 13]. It has an open source code
and is available for several programming languages, such
as Java. Includes a variety of computer vision algorithms,
image recognition and many others working in real time.
The library is widely used in research, including the
design of machine vision systems for unmanned
vehicles [14].

When looking for a color in the frame to restrict the
frames to be checked, it was decided to look for a certain
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color on the signs - one of the standard shades for the
signs. It is blue (ordering), red (warning and prohibitive)
and white (general). To search, the HSV color model
(Hue, Saturation, Value) was used - a color model in
which the color coordinates are:

1. Hue - color tone (for example, red, green or blue-
blue). It varies in the range of 0-360°, but sometimes it is
reduced to a range of 0-100 or 0-1.

2. Saturation. Varying within 0-100 or 0-1. The
larger this parameter, the "cleaner"” color, so this option is
sometimes called purity of color. And the closer this
parameter to zero, the closer the color to the neutral gray.

3. Value (color value) or Brightness (Brightness).
Also set within 0-100 and 0-1.

An illustration of the work of this function is
depicted in fig. 6. Fig. 6. a) depicts an output frame with
characters. It has a red sign indicating a low priority at the
crossroads, as well as a blue one-way sign. As can be seen
in fig. 6. b) and fig. 6. ¢), the transformation for a given
(red or blue) color of a bright white highlights places
where there is this shade.
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a) input image

b) search for red color

c) search for blue color

Fig. 6. Convert an image to search for colors that are specific to road signs

Then, without interference, you can detect a
sufficiently white fragment on the converted image by
searching through OpenCV and proceed to the form
detection. Although at this stage there is some information
about the presence of a character in the frame.

To determine the shape of a character on the selected
frames using the color of the painted sign, you can
understand its boundaries. This will simplify the search by
reducing the sample among the options. It will also allow
you to remove shots that do not have characters, but there
are the necessary shades (billboards, fragments of cars,
etc.).

Regarding the work of the network, at the stage
where the form was discovered, a number of
convolutional and subsampling layers have formed that
pass through the entire found area and, in the process of
forming the full-connection layers, find the necessary
forms by which one can identify the sign. Using the
information about the signs that were sent out to check in
the previous stages, the forms will continue to appear.
First of all, this is a quantitative data - indicators of
maximum speed, length of the sign, time of action, and so
on. In the next turn (if necessary) - arrows, forms of cars,
black fragments of road geometry, geometric shapes, etc.
Some of these tags are very similar, and they may have a
single template to validate, others will have to be checked
separately. The identification of such corporate marks
identifies a sign. This will mean that it can be entered into
the database, and the network will remember the right
decisions. In a situation in which there will be no
similarity to any of the fragments, the network will inform
that there is a possible sign here. This will give an impetus
to the addition of the base, change the principle of work as

needed, or provide additional information for verification,
even if it is not needed.

Designing a convolutional neural network involves
the formation of its architecture [16]. This is done using
the freely available Caffee library (Convolutional
architecture for fast feature embedding) [17]. Caffee
supports CUDA technology, which allows you to perform
fast computing on multi-core graphics processors. A
network built in Caffee using the JSON format can be
imported into the DNN (deep neural network) of the
OpenCV library. This allows you to build a single
software environment for image preparation and further
recognition.

The following classes of the Caffee library were used
to build the network:

- Input — the input layer receives a fragment of the
image that potentially contains the sign and transmits it to
the network;

- Convolution (Conv) — the convolutional layer
performs the operations of convolution with kernels of
size 5x5;

- ReLU - the activation layer that calculates the
activation function of the convolutional neurons by the
formula (6);

- Pooling (Pool) — a subsampling layer that performs
the max pooling operation using the formula (8) with the
cards 2x2.

- InnerProduct (FC, full connection) — a full-
connection layer that forms the output of the network;

- Softmax - the activation layer of the output
neurons, which calculates the Softmax function by the
formula (7).

The network architecture reflects the sequence of the
libraries used:

Input — Conv — RelLU — Pool — Conv — ReLU — Pool — FC — Softmax

At the learning stage, additional layers were used,
such as:

- Dropout — a regularization layer that prevents
network redesign, that is, memorization of the training
sample instead of its generalization.

- Accuracy — calculates the accuracy of the
classification as the ratio of the number of objects that are
classified correctly to the total number of objects in the
training voter.

Thus, the software architecture of the neural network
is constructed and implemented.

5. Experiments on work with AIT

In the first stage of user work with AIT it is
necessary to determine the path to the video file. If the
data format is correct - the image from the first frame will
appear in the right window. If not, a new window opens
with a message that the format is not supported.

When opening the video will be divided into
fragments of 1000 frames, for the convenience of viewing
very large files. After that, the frame view of all fragments
will be realized according to the previously described
algorithm and the entry of the data in the new database.
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In case the data needs to be checked, this can be
done after the recognition. The program will download
information about the frame and position of the mark from
the newly created database only in those frames that are

#8 Road sign recognition

Road sign recognition

Paht to video
W:\Project NCA\DriveFiles\Files_12

Ukraine v

Open
Recognize

Results

Fig. 7. An example of speed limit sign recognition

After developing algorithms for recognition and
creating a form for input values, the system was tested on
test video data. Two video files were taken, with a number
of frames over 1000, and provided to the program to
recognize the specified types of characters. Some signs
have varieties: distortion of the road, the prohibition of
turning (right and left), and speed limitations. The test
sample contained different characters and the program
recognized them separately.

identified as potentially having a sign. Fig. 7 shows an
example where the program recognized the speed limit
sign and highlighted it in color.

The volume of 1000 frames includes almost 10
kilometers of road outside the city and twice less in the
city, but in the city a large number of signs. In total, 1000
frames have 30 to 60 characters, this is enough to
determine the quality of recognition. After recognizing the
program, the signs were verified manually and data was
collected on how many times the program found the mark
correctly, and how many times it was mistaken.

Fig. 8 shows a histogram in which the percentage of
recognition of a particular sign is given.
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Fig. 8. Histogram of recognition quality
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From fig. 8, we can draw some conclusions about the
work of the AIT — it recognizes all the prescribed
categories of signs and is sufficiently accurate. In both
cases, all categories of recognition were successful at 80%
or more except for the speed limit in the second sample.
The program correctly recognizes the category of the sign,
but allows errors in recognizing the speed value.

Best of all, the program coped with the recognition
of the sign of a steep climb and descent, in which part of
the sign is filled with black, and the sign of the pedestrian
crossing. In other cases, recognition took place at 88%.
This does not allow you to fully automate the recognition
of signs, but allows you to reduce human participation to
review the results of the program and correct individual
errors. In addition, the filling of the base of navigators
substantially accelerates and the complexity of this
process decreases.

Conclusions

Within the framework of this work various
approaches to the detection of characters in images,
various software tools for object recognition, image
transformation for optimal fragment were considered. The
principles of operation of the convolutional neural
network, which can recognize a sign from an image, are
broken down into fragments. Also, the principle of the
Viola-Jones method is considered, as one of the most
common for recognizing objects in the image. Separately,
we present a way of Boosting to accelerate the recognition
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IHOOPMAIIMHA TEXHOJIOT IS PO3HNI3BHAHHSA JOPOKHIX 3HAKIB 3
BUKOPUCTAHHSIM HEMPOHHOI MEPEXKI

ITpeaMeToM JOCHTiIKSHHS € METOJM Ta IHCTPYMEHTaJIbHI 3aCO0M aBTOMaTH3aLii PO3Mi3HaHHS JTOPOXKHIX 3HAKIB Ha PiBHI MPOrpamMHOL
peanizanii. JleTekTyBaHHSI TOPOXKHIX 3HaKiB MOB’s3aHe 3 0OPOOKOI0 3HAYHOrO OOCATY BiZICOJAHUX B PeaJbHOMY Haci, 1o morpedye
3HAYHUX OOYMCIIOBAJBLHUX IOTY)KHOCTEl. TOMy MeTOH poOOTH € aBTOMATH3allis MpOoLecy PO3Mi3HAHHS JOPOXKHIX 3HAKIB IS
HaloOBHEHHs 0a3 JaHMX HaBIraTopiB, IIO J03BOJUTH ONEPATHBHO HAJaBaTH BOIISM aKTyalbHy iH(OPMAIIIO0 LIOJO BCTAHOBJICHHUX
JIOPOXKHIX 3HAKIB. BUPINIyIOThCs HACTYITHI 3aBAAHHS: aHAN3 METO/IB Ta MPOTPAMHUX 3acO0iB pO3Mi3HAHHS 300pakeHb; po3podka
aNTOPUTMY TIOIIYKY 3HAKIB Ha Kajpi Bileo; peamizallis BU3HAYCHHS KOHTYpPY 3HAaKy; peaji3aiis 3rOPTKOBOi HEMPOHHOT Mepexi Ui
pO3Mi3HAHHS 3HAKYy; TECTYBaHHS pOOOTH MPHKIAAHOI iH(OpMaIiiiHOT TexHomoril. 3aCTOCOBYIOThCS METOAM: 3rOPTKOBI HEHPOHHI
Mepexi; meron Biosnm-/xoHca s po3mizHaHHS 00’€KTiB Ha 300pa)keHHi, METOX ByCTiHry sk cHOCi0 MPHUCKOPEHHsS IMpolecy
pO3Mi3HaHHS MpU BenukoMy 00’emi iHdopmarlii. Pe3yabraTh: po3risHyTi pi3Hi MiAXOIM 70 BHUSBICHHS 3HAKiB Ha 300pa)KCHHSX,
pi3HOMaHITHI IporpaMHi 3acoOW po3mi3HaHHS 00 €KTIB, MEPETBOPEHHS 300paKeHb AJsS OTPUMAHHS ONTUMAIBHOTO (parMeHry.
P03po06iieHO anropuT™ BHSBIICHHS Ta PO3IMI3HAHHS 3HaKy. I3 3acTocyBaHHsAM Mertony Biona-J[)koHca peati3oBaHO HIBHUIKHI CIOCiO
o04YNCIIeHHST 3HAUeHb O3HAK, SIKMH BUKOPHUCTOBYE IHTErpanbHe NPEACTaBICHHS 300paxxeHHs. IIporec po3mizHaBaHHS BinOyBaeThCs
IOUIIXOM TOOYIOBM 3TOPTKOBOI HeHpoHHI Mepexi. PosrmsgHyro ocoOmmBocTi ImapiB 3ropTkoBoi Mepexi. CxeMaTHYHO
MIPOLTIOCTPOBAHO CIeHapii posmizHaHHA. [Ipomec B3aeMonii cucTeMu 3 Pi3HUMH JDKEpellaMH JaHUX NPEACTABICHHH 3a JOIOMOTOI0
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niarpamu nperenieHTiB. OCHOBHHM pe3yibTaToOM € CTBOPEHHS iH(OpMaIifHOT TEXHOJIOTI] aBTOMAaTH30BaHOTO PO3Ii3HAHHS JJOPOXKHIX

3HaKIB. AJTOpUTM i poOOTH NpeCTaBICHO Y BUTIL JiarpaMy MOCIiTOBHOCTI. BHCHOBKH. I3 3acTOCYBaHHSIM CTBOPEHOI IPHUKIIAIHOT

iH(opMaIiifHOT TEXHOJIOTIT PO3Mi3HAHHS TOPOKHIX 3HAKIB POOUTECS 3 CEPEIHBOIO BiporigHicTIO 88%, IO T03BOJISIE 3HAYHOIO MipOIO

aBTOMATH3YBATH MPOLEC HATOBHEHHs 0a3u JaHUX HABIraTOPiB, MiABUIIUTH HaIHHICTh Ta MPOAYKTHBHICTh BKa3aHOTO IPOLECY.
Kuniouosi cioBa: po3nisHaHH: 300pakeHb; HEHPOHHA Mepexka; KOMIT I0TepHuUH 3ip; iHpopManiiHa TeXHOIOTis.

UHO®OPMAILIMOHHAS TEXHOJIOI' S PACIIO3BHABAHMS JTOPOKHBIX
3HAKOB C HCIIOJIb30BAHUEM HEMPOHHOM CETHU

IIpeameTom uccienoBaHus SBISIOTCS METOABI M MHCTPYMEHTANbHBIE CPEICTBA ABTOMATH3AILMU PACIIO3HABAHHS HOPOKHBIX 3HAKOB
Ha ypOBHE MPOTpaMMHOH peanu3anui. J[eTeKTupoBaHus JOPOXKHBIX 3HAKOB CBSI3aHO C 00paboTKOH 00IBLIIOro 00beMa BUICOAaHHBIX
B peaJbHOM BPEMEHH, UTO TPeOyeT 3HAUNTENBHBIX BEMYUCIUTENBFHBIX MOIIHOCTEH. [103TOMY 1eJIbIo paboTHI SIBISIETCS] aBTOMATH3aIHS
Iporecca paclo3HaBaHUs JOPOXKHBIX 3HAKOB JJIsI HAIIOJHEHHS 0a3 JaHHBIX HAaBHTAaTOPOB, YTO MTO3BOJIMT OINIEPATHUBHO IPEAOCTABIAThH
BOJHUTEISIM aKTyalbHYI0 HH(OOpPMAaIHIO 00 YCTAaHOBJIEHHBIX TOPOXKHBIX 3HaKaX. PemraroTcst ciemyromye 3agadu: aHalW3 METOJOB H
MIPOTPaMMHEIX CPEACTB pacHo3HaBaHMS H300pakeHHWH; pa3paboTka aaropuTMa IIOMCKa 3HAKOB B KaJpe BHIEO; pealn3amus
OIIpeIeNeHNs] KOHTypa 3HaKa; peanu3alusl CrpylNIHpPOBaHHON HEHpOHHOW ceTH Ui paclo3HaBaHUs 3HAKA; TECTUPOBAHHE PaOOTHI
MIPUKIaJHON WHPOPMAIIMOHHON TeXHONIOTUH. [[pUMEHSIOTCS MeTObI: CrpYyIIIHPOBaHHbIE HEHPOHHBIE ceTH; MeToa Buoisr-JlxoHca
IUIS pacro3HaBaHUS OOBEKTOB Ha M300paXkeHWH, MeTo bycTHHra Kak crmoco® ycKOpeHHs MpoIecca paclo3HaBaHUS IPH OOJIBIIOM
o6bemMe mHpopManuu. Pe3yabTaThl: pacCMOTPEHBI Pa3NUUYHBIC IOAXOJBI K BBIBICHHIO 3HAKOB HAa H300paKEHMAX, PAa3IHIHBIC
IIpOrpaMMHEIE CPEICTBAa PAcIiO3HABaHUS OOBEKTOB, IpeoOpa3oBaHMs M300PKEHUH IJIs MONYYEeHHsS ONTHMAaJbHOTO (parMeHTa.
Pa3pabotan anroputM oOHapyXeHHs M pacno3HaBaHus 3Haka. C mpuMeHeHHMeM Merona Buomna-J[xoHca peann3oBaHO OBICTPBIH
Ccroco0 BBIYMCIICHHS 3HAYEHWH IIPU3HAKOB, KOTOPBIM MCHONB3yeT HWHTETpAIbHOE IIpefcTaBleHue u300paxeHus. IIpomecc
pacno3HaBaHHSl INPOMCXOTHUT IIyT€M IOCTPOCHUS CrPYIIIMPOBAaHHONH HEHpOHHOW ceTH. PaccMOTpeHBl 0COOEHHOCTH ClIOEB
CTPYNIHUPOBAaHHOW ceTH. CXeMaTHYHO MPOMLUIIOCTPUPOBAHO CIEHApHH pacmo3HaBaHus. Ilpomecc B3aMMOAEHCTBHS CHCTEMBI C
Pa3sTHYHBIMH HCTOYHHKAMH JAHHBIX TPEACTAaBIEH C IMOMOINBIO AWArpaMMBbl IpeneAeHTOB. OCHOBHBIM pe3yJIbTaTOM SIBISETCS
co3JaHHe HMH(POPMALMOHHOW TEXHOJNOTHH aBTOMATH3MPOBAHHOTO pPACHO3HABAHUS JOPOXKHBIX 3HAKOB. ANTOPDUTM €€ paboThI
MIPECTaBICH B BHJE JUAarpaMMBbl MOCIEJOBaTeNbHOCTH. BbIBOABI. C IMpHUMEHEHHEM CO3JaHHOW IMPUKIAJHOM HHGOPMAIHOHHOH
TEXHOJIOTHH PACIO3HABAHUS JOPOXKHBIX 3HAKOB MPOU3BOIUTCA CO CPeAHEH BEpPOSTHOCTBIO 88%, YTO MO3BOJSET B 3HAYMTEIBHON
CTENeHN aBTOMATH3UPOBATh IPOIECC HANONHEHWs 0a3bl TaHHBIX HABUTATOPOB, IOBBICUTH HAAEKHOCTh M HPOU3BOAUTEIEHOCTH
yKa3aHHOTO TIpoIiecca.
KunroueBsbie ci10Ba: pacrno3HaBaHne N300paKeHU; HEHPOHHAsI CETh; KOMIBIOTEPHOE 3peHHe; HH)OPMaMOHHAS TEXHOJIOTHSI.
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