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INTELLECTUAL DIAGNOSTICS OF LINEARLY DISTRIBUTED OBJECTS
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Intellectual diagnostics of linearly distributed objects using wireless sensor networks is proposed. The solution of
the task of functional diagnostics is realized by the expert system on the basis of the knowledge base in the form of a
neuron-fuzzy network. For a technical object the current values of the diagnostic parameters are measured by wireless
sensors. As an example, an expert diagnostic system for assessing the operability of a technical object.

1. Analysis of subject areas. One of the most impor-
tant tasks to ensure the required level of reliability and
safety of complex technical objects is monitoring their
current state. In this case, it is necessary to implement the
collection, accumulation, processing and analysis of data
from spatially distributed sensors in order to detect devia-
tions of controlled parameters from the required value.
Observation of a change in the situation allows a timely
decision on the possibility of further exploitation of the
facility. For complex distributed objects, it is advisable to
use wireless sensor networks (WSN), which help you not
only measure the values of the monitored parameter (pas-
sive sensors), but also manage the processes in objects
using active sensors (activators). The lack of wires makes
it possible to use the WSN in hard-to-reach places or on
mobile objects, which greatly expands the range of sensor
networks [1].

Many of the application areas of the WSN are related
to the positioning of sensors in the form of a linear struc-
ture, which leads to the emergence of a new type of WSN,
which can be defined as linear sensor networks LWSN.
Such structures include railways, pipelines for oil, gas,
water, etc. objects that can have a length of hundreds or
even thousands of kilometers. The use of LWSN for
monitoring tasks has some features that are related to a
linearly distributed structure and a significant length of
the network. In particular, such networks require consid-
erable time for serial data transmission, have high power
consumption while reducing the reliability of the trans-
mission of information [2].

To eliminate the above disadvantages, LWSN and
unmanned aerial vehicles (UAVs) are used to monitor

linear infrastructures that collect and transmit data.
At the same time, the end-to-end transmission of data in
the network is reduced, its reliability and fault tolerance
are increased, the service life of the sensor batteries in-
creases, the required quality of service is provided.

Structurally, the monitoring system has four types of
nodes: sensors for collecting information (SN), relay
nodes (RNs), UAVs and data receivers. SN nodes use the
classic routing method to transfer their data to the nearest
RN, which acts as a cluster gateway for surrounding SNs.
The UAV moves sequentially along a reciprocating tra-
jectory along a linear network and transmits the data that
is collected by the RN to receivers located at both ends of
the LWSN [3].

The use of UAV implements the advantages of the
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linearity of such networks to increase reliability, effi-
ciency, energy savings and network lifetime [3].

Figure 1 shows the architecture of the monitoring
system for LWSN. This system architecture has three
levels. Wireless ground and underground sensors repre-
sent the bottom layer of the architecture, which provides
the highest degree of detail for monitoring. At the second
level, multimedia means and sensors increase the accu-
racy of the system by collecting visual information. At the
third level, mobile terrestrial robots and UAVs represent
the highest level of information gathering and provide the
necessary completeness of diagnosis [4].

The communication between the RN nodes and the
receivers is provided by the UAV, which moves between
the receivers and collects the necessary data from the RN.
The UAV board computer can also perform other func-
tions such as data aggregation, scheduling, route, touch
operating system and software configuration, program-
ming, updating, and synchronizing SN and RN nodes.
The UAV can be used to transport data and programs
from receivers to SN, and may also have GPS capabili-
ties. Since the through delay for transmitted data depends
on the network structure and the UAYV route, the on-board
computer can analyze various options for reducing this
parameter [4].

The main amount of information in the monitoring
system is present in the first lower layer and with a large
number of sensors there is a problem large data process-
ing (Big Data). At the same time, the promising direction
in the process of creating intelligent systems of functional
diagnosis is the use of hybrid neural networks, which
combine the advantages of fuzzy expert systems and neu-
ral networks. False logic in the development of the
knowledge base (KB) and the mechanisms of output al-
lows to formalize a procedure for assessing the technical
condition on the basis of unreliable and inaccurate infor-
mation when identifying possible malfunctions [5]. For
the formation of logical conclusions in the intelligent di-
agnostic system (IDS), knowledge is used in the form of
fuzzy function with linguistic variables that are repre-
sented by terms with some membership function (MF). In
the presence of automated technical means for storing and
collecting information from sensors of the object of diag-
nosis (OD) there is an opportunity to automate the replen-
ishment of the KB and track the huge volumes of chang-
ing information, to take quality and timely solutions when
diagnosing complex technical objects [6].
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Figure 1 — Monitoring system for linearly distributed objects

2. Setting the task. The main purpose of this work is
the development of automated methods for intelligent
functional diagnosis with the use of measuring wireless
sensors in the monitoring system of complex linearly dis-
tributed technical objects.

In the process of achieving the main goal, the follow-
ing tasks are formulated and solved:

— conducting a continuous analysis of the technical
state of the OD in the process of functioning without dis-
turbing functional links;

— operational receipt of information about the techni-
cal state of the OD at an arbitrary time;

— the elimination of the need for additional stimulus
signals for OD in the diagnostic process;

— the possibility of predicting deviations of the tech-
nical state of the OD from normal in the process of ob-
taining current data from sensors.

Information part of IDS provides accumulation, stor-
age and transfer of information to other parts of it, and
also implements the interface of the end user. Data from
sensors is unstructured and requires further processing.
The need for real-time decision-making results in the fact
that the number of decision trees constructed according to
incoming data should be equal to the number of counts
(analogue of conveyor data processing). Tree decision
trees for each time interval require significant memory
costs for the IDS, so averaging for input data is usually
used to reduce such costs. However, information on cur-
rent changes in data from sensors over a period of time
may be lost, which is a significant disadvantage of the
methods for calculating averages. The problem of a sig-
nificant amount of complex OD data can be solved by
using these data as a training sample for neuro-fuzzy KB.

The IDS considered in this paper, along with the use
of traditional knowledge, allows us to use the neural net-
works and to formalize the above practical problems that
arise during the operation of various technical objects to
achieve the main goal of work.

3. Neuro-fuzzy knowledge database in the system
of intellectual diagnosis. The use of IDSs with neuro-
fuzzy KB to solve problems of diagnosing complex tech-
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nical objects extends the capabilities of such a class of
intellectual systems, allows for an expert estimation of
more variants, with increasing the reliability and accuracy
of the obtained results, with equal computational re-
sources.

The main problem with the creation of ISD is the de-
velopment of the neural network structure for the imple-
mentation of a neuro-fuzzy KB. The structure of the neu-
ral network is similar to that of a regular multi-layer neu-
ral network with one input layer, one output layer and
three hidden layers. An example of a possible neural net-
work structure is given in [5].

The algorithm for functional diagnosis consists in
comparing the mathematical model of a concrete diagnos-
tic object with its reference and defect-free model, i.e. in
checking the belonging of the status parameters to the
permissible range of their change. Output of a parameter
beyond these ranges should indicate that there is a mal-
function in the corresponding subsystem of the object. In
the hybrid neural network, the reference model of the OD
is stored in the KB and specified in the process of acquir-
ing new knowledge. The real model is formed in the data-
base environment, and communication with the reference
model is carried out through user requests. The solution of
the problem of constructing an intelligent system of tech-
nical diagnostics of the state of the OD based on the hy-
brid ISD is made taking into account the features of the
external environment conditions and the specifics of the
adaptation of the model in this environment.

The peculiarity of modern ODs for processing infor-
mation and management is that the diagnostic result de-
pends on the number of input diagnostic parameters (DPs)
and the corresponding linguistic variables (LV). The ini-
tial data at this stage is a list of all possible inputs (diag-
nostic features), on which the output (diagnostic result)
depends. Too much of them will lead to complication of
the diagnostic algorithm, so it is advisable to use only the
transmission of information to other parts of it, and im-
plements the end-user interface. Incoming data from the
sensors is an unstructured form and requires further proc-
essing.



The need to take decisions in real time results in that
the number of trees constructed in accordance with the
incoming data must be equal to the number of counts
(pipelined analog data). Storage of decision trees for
every time interval requires considerable memory
consumption IDS, so the averaging is typically used for
the input data to reduce such costs. However, this
information may be lost on the current data from the
sensors changes over a period of time, which is a
significant lack of methods for calculating averages. The
problem of large amounts of data (Big Data) isolating the
complex can be solved by the use of these data as
atraining sample for neuro-fuzzy knowledge base.
Considered in this paper, IDS, along with the use of
traditional knowledge, it allows the use of neuro-fuzzy
network knowledge base and formalize practical problems
arising in the operation of electronic equipment listed
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above, in order to achieve the main goal of the work.

The use of hybrid neuro-fuzzy knowledge base with
IDS to meet the challenges of diagnosing complex techni-
cal objects extends the capabilities of this class of intelli-
gent systems, allowing for equal computing resources to
carry out peer review more options, increasing the reli-
ability and accuracy of the results.

The main problem in creating IDS is the development
of neural network structure to implement neuro-fuzzy
knowledge base. This issue is devoted to a lot of scientific
publications, which shows the different structures of neu-
ral networks for solving the problem, for example [5].
The structure of the neuro-fuzzy network is similar to the
structure of a conventional multi-layer neural network
with one input layer, one output layer and three hidden
layers. Consider the example of a possible structure of the
neuro-fuzzy network (Fig. 2).
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Figure 2 — Structure of the neuro-fuzzy network

For this example, neuro-fuzzy network has two in-
puts - X1, X2 and single output Y. X1 is represented by
fuzzy sets Al, A2 and A3; Input X2 - sets B1, B2 and B3;
Output Y - sets C1 and C2.

Each layer of the network in Figure 2 corresponds to
one step of the fuzzy inference process for the production
rules R1, ..., R6.

1. Layer 1. In terms of the first layer set of input vari-
ables. Each node of the first layer is a term with a triangu-
lar membership function. In this layer are calculated val-
ues of the coefficient accessories in accordance with the
applicable fuzzification function for each of the six
production inference rules.

2. The layer 2 determined antecedents (premises) of
fuzzy rules. The output node is the degree of compliance
with the rules, which is calculated as the product of the
input signals.

3. Layer 3 is the fuzzy rule layer. Each neuron in this
layer corresponds to a single fuzzy rule. A fuzzy rule neu-
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ron receives inputs from the fuzzification neurons that
represent fuzzy sets in the rule antecedents. For instance,
neuron R1, which corresponds to Rule 1, receives inputs
from neurons Al and B1.

4. Layer 4 is the output membership layer. Neurons
in this layer represent fuzzy sets used in the consequent of
fuzzy rules. An output membership neuron receives inputs
from the corresponding fuzzy rule neurons and combines
them

5.Layer 5 is the defuzzification layer. Each neuron in
this layer represents a single output of the neuro-fuzzy
system. It takes the output fuzzy sets clipped by the re-
spective integrated firing strengths and combines them
into a single fuzzy set.

The output of the neuro-fuzzy system is crisp, and
thus a combined output fuzzy set must be defuzzified.
Neuro-fuzzy systems can apply standard defuzzi-fication
methods, including the centroid technique. In our exam-
ple, we will use the sum-product composition method



which offers a computational shortcut for the Mamdani-
style inference.

Functional diagnosis algorithm is to compare the
mathematical model of a particular object being diag-
nosed with a defect-free, and its reference model, ie, in
checking supplies status parameters are in the range of
their changes. The output parameter outside these ranges
must indicate the presence of a fault in the appropriate
subsystem object. In a hybrid neuro-fuzzy reference
model ISD stored in the KB and to be confirmed in the
process of acquiring new knowledge. The real model is
formed in the database environment, and the relationship
with the reference model through user queries. The task of
building an intelligent system of technical diagnostics OD
state on the basis of hybrid IDS made taking into account
features of the external environment and the specific ad-
aptation of IDS protection models in a given environment.

4. Application of the IDS for a object diagnosis.
Any modern computer system’s information processing
and management, regardless of the scope of its use, can be
represented by a set of hardware, software and staff.
Failures in hardware can lead to the generation of a false
signal, which is fed to the input of software components.
This can lead to the failure of the software. In such critical
(emergency) situations the staff also often makes mis-
takes. The incorrect actions of the latter, in turn, can
provoke failures and errors in the hardware or software.
Thus, an error, occurring in a single component, can lead
to the failure of the entire computer system [6].

Abstracting from the type of OD (whether hardware,
software or human operator), the result of diagnosis is
significantly affected by the number of input diagnostic
parameters (DP) or the corresponding linguistic variables
(LV). The initial data at this stage is a list of all possible
inputs (diagnostic variables), on which the output (diag-
nosis result). Too large number of them will be more dif-
ficult diagnosis algorithm, so it is advisable to use only
independent diagnostic features.

For an example of the functioning of the ISD, we be-
lieve that it is possible to measure numerical values for 24
diagnostic parameters (DP1, ..., DP24). The values of the
sensor readings are obtained at discrete moments of time
t0, t1, t2, ..., ti. The time interval (ti+1-ti) between two
adjacent dimensions is selected taking into account the
speed of the change of diagnostic parameters. All 24
characteristics will play the role of diagnostic parameters
in the process of intellectual diagnosis.

Let us consider the membership function of the input
variable DP2, which corresponds to the diagnostic
indication " Temperature" (Fig. 3), and Table 1 contains
its parameters.

The core of any system is the fuzzy output KB, based
on production rules (PR). There is a fairly large number
of methods of creation of PR by the informal drafting
expert based his ideas on the OD, to heuristic algorithms
and formal synthesis. In this example, a method has been
used as proposed in [5].

Due to the despite the different ways of PR, they
must satisfy the formal requirements of correctness, not
related to their semantic aspect. Correct PR system should
be complete, minimum, coherent and consistent. Full
description of the PR base verification procedure for
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correctness given in [7]. Full volume received by BR in
Fig. 4 is only fragment of the graphical representation of
production rules (17 pcs.).

Low Average High

Figure 3 — Membership function

Table 1 — The values for a DP,

Terms of Rances of values Values member-
LV & ship
L (below | 5 45 a=25, b=45
normal)
A (normal) 35 55 6=5, M=45
H (above 50 72.6 a=50, b=70
normal)

The structure of the resulting neuro-fuzzy network is

presented in Fig. 4. For this example, neuro-fuzzy
network has 24 inputs - DP1, ... DP24 and one output (the
result of the diagnosis, RD).
For this neuro-fuzzy network input vector entered
diagnostic parameters [DP1, ... DP24]: [40 33 45 45 44 45
42 41 40 43 33 13.86 9.07 999 1129 1098 1020 1,188
3,344 5,042 11,926 1,044 1,524 0,963]. fuzzy inference
system showed the following results: RD = 95.1%, which
indicates that the PC is operational. This confirms the fact
that all DP values lie within the normal range (Table. 1).
If at least one parameter is higher than normal, the
performance of the OD falls sharply. For example, the
vector [40 72.6 45 45 44 45 42 41 40 43 33 13.86 9.07
999 1129 1098 1020 1,188 3,344 5,042 11,926 1,044
1,524 0,963] performance is at the level of 48.8%, which
indicates a serious problem that can lead to the complete
failure of the technical object.

6. Conclusions. In determining the technical condi-
tion of the complex technical facilities major critical fac-
tor is the time of the decision to localize faults. The use of
hybrid expert diagnostic system with neuro-fuzzy network
knowledge base provides support for decisions in situa-
tions for which the diagnosis algorithm is not known and
is formed from the initial data in the form of production
rules.

To automate the process of accumulation of knowl-
edge in an expert system, it is advisable to use sensors of
the technical object, by means of which measured values
of diagnostic parameters.
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Figure 4 — Neuro-fuzzy network

The need to take decisions in real time results in that
the number of trees corresponding to incoming data, equal
to the number of samples during the observation period.
The problem of large amounts of data in determining the
technical condition of the complex technical object is
solved by using this data as a training sample for neuro-
fuzzy knowledge base.
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AHHOTAIMA

HHTEJJIEKTYAJBHOE JUATHOCTUPOBAHHU
JIMHEMHO PACIPEJIEJTEHHBIX OFBEKTOB
C UCIIOJIb30BAHUEM BECITPOBO/IHBIX
CEHCOPHBIX CETEHN

Kpusyns I'. ®., Obacukene DMMaHHy?I1b UyKBYHOHCO,
Biacos B. A.

Ipeonosiceno unmennexmyanvhoe OUASHOCMU-POBAHUE
JIUHEUHO PACNPEOeeHHbIX 00BbEeKMO8 ¢ UCNONb308AHUEM
becnposoomnvIx ceHcopruix cemell. Pewenue 3a0auu (yHk-
YUOHATILHO20 OUASHOCIUPOBANUSL PEAU308AHO IKCNEPMHOU
cucmemou Ha OCHO6e 0a3bl 3HAHUU 8 6UOE HEUPOHEUemKOU
cemu. /[nsi mexHuyeckozo obvekma mexkyujue 3HaveHust Ou-
ACHOCMUYECKUX NAPAMEMPO8 USMEPSIOMCSL OeCnpo8oOHbIMU
cencopamu. B kauecmee npumepa paccmompena dKCnepm-
HAs cucmema OUACHOCMUPOBAHUsL 05l OYEHKU pabomocno-
COOHOCMU MEXHUYECK020 00BbeKmd.

AHoTanis

IHTEJIEKTYAJIBHE JIATHOCTYBAHHA
JIHIMHO PO3NOALJIEHUX OB'EKTIB
3 BUKOPUCTAHHAM BE3/IPOTOBUX

CEHCOPHUX MEPEXK

Kpusyns I'. ®., Obacikene OmanHyens UyKBYHOHCO,
Biacos B. A.

3anpononosano  inmenekmyanvhe  OiAeHOCHYBAHHS
JUHINHO pO3n00iieHux 00'ekmie 3 8UKOpUCMAHHAM 0e30po-
MosUx  CceHcopHux — mepexc.  Piwenna — 3a80amusa
DYHKYIOHATbHO20 iA2HOCMYB8AHHS Peani308aHO eKChEPMHOL
CUCMeMOI0 HA OCHO8I Oa3u 3HAHb V 8U2NA0I HeUpOHeuimKoi
Mmepedici. J[na mexHiuno2o 00'ckma NOmMoOuHi 3HAYEHHS
OlAZHOCIMUYHUX NAPAMEmpie SUMIPIOIOMbCST 0E30pOMosUMU
cencopamu. Sx npuxiad pos2nAnyma eKcnepmua cucmema
OdlazHoCmy8anHsA Ol OYIHKU Npaye30amHoCmi mMexHiYHO2Oo
06'ckma.





