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The problem of viseme recognition in video stream is considered. The problem arises as a part of sign language
understanding and translation process. An approach that uses only dynamic viseme features is proposed. A weighted
optical flow model is developed for modeling these features. Initialization, join, and distance operators are defined on
weighted optical flow models for training and recognition purposes. The performance of the developed method was
evaluated on a database of 119 visemas that belong to five classes. The recognition rate 69% was achieved for single
user recognition.
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PACIIO3HABAHUE BU3EM YKPAUHCKOI'O S3BIKA JKECTOB U3 BUJAEO3AIIMCHU
C UCHIOJIB30BAHHUEM B3BEHIEHHOI'O OIITUYECKOI'O ITIOTOKA

Paccmampusaemes npobrema pacnosnasanus guzem 6 UOCONONOKe Npu peuleHuy npodiemvl pacno3HA6aAHUs U
nepesooa scecmogoeo a3vikd. Paccmompeno nooxoo, komopuiii ucnonv3yem moabko OUHAMUYEcKue Xapakmepucmuxu
suoeo. Paspabomano é36eueHnyio Mooenb OnmuiecKo2o NOMOKA Ois MOOEIUPOBAHUsL MAKUX Xapakmepucmuk. Beeden
Habop onepayuli UHUYUATU3AYUY, 00BEOUHEHUS U BLIYUCTCHUS] PACCMOSIHUSL HAO 636EUEHHIMU MOOCTAMU ONMUYECKO20
nomoxa 0751 00yuenuss Mooenell u pacno3Haseanus suzem. Paspabomannwiti memoo npomecmupogano Ha 6ase 119
su3eM, npuHaonedxcawux namu kiaccam. Ipoyenm npagunvrozo pacnosnaeanus cocmasun 69% npu pacnosnasanuu
suoeo3zanuceltl, OMCHAMbIX C OOHO20 NOAL30BANEIA.

Kniouesvle cnosa: 63geuiennas Mooenb OnmMuiecko20 NOMoKd, pAcnO3HABAHUEe UOUMOT APMUKYIAYUL,
OUHAMUYECKUE XAPAKMEPUCMUKY 8U0e0, MAUWUHHOE 0OYUeHUe, HCECMOBbLI A3bIK, 6UOUMAST APMUKYIAYUS, Onepayull
HAO 836CULEHHBIMU MOOENSAMU ONMUYECK020 NOMOKA, PACNO3ZHABAHUE GU3EM HA OCHOBE OUHAMUYECKUX XAPAKMEPUCTIUK
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PO3II3BHABAHHS BI3EM YKPATHCBKOI )KECTOBOI MOBH 3 BIZIEO3AIINCY
13 BUKOPUCTAHHSM 3BAKEHOTI'O OIITUYHOTI'O ITOTOKY

Posensioaemocs npobrema posniznaganns eizem y sioeonomoyi. Posensinyma npobiema nocmae npu eupivuenHi
npobaemMu pO3Ni3HABAHHS MA NePeKIady sHcecmosoi mosu. Posensdaempcst nioxio, skuil 6UKOPUCMOBYE e OUHAMIUHI
xapaxmepucmuxu i0eo 0.1 po3ni3HA8anHs izem. Po3pobieno 38adiceny Mooeib ONMu4HO20 NOMOKY 05l MOOEI0BAHHS
yux ouHamivHux xapaxkmepucmuk. Beedeno onepayii iniyianizayii, 06 '€OnanHs ma oO4ucieHHs 8100ai HAO 36ANHCEHUMU
MOOeISIMU ONMUYHO20 NOMOKY OJI1 HABYAHHS MA PO3NI3HABAHHs Modenel. Po3pobnenuil memoo O0ys npomecmoganuii
Ha 6a3i 3 119 sizem, siki Hanexcams 00 n’smu K1acie. Biocomok npasuibHo20 po3nizHasants cmanogums 69% npu
PO3NIZHABAHHT 3ANUCI8, GIOZHAMUX 3 00HO20 KOPUCMY8ayd.

Knrouosi cnosa: 36asicena mooenb onmuuHo20 NOMOKY, PO3NI3HABAHHS UOUMOL APMUKYIAYLL, OUHAMIYUHI
Xapakxmepucmuxuy 8i0eo, MawuHHe HAGUAHHS, JHCeCMO8a MOBA, BUOUMA APMUKYIAYIS, onepayii Hao 36adCeHUMU
MOOenaMU ONMUYHO20 NOMOKY, PO3NI3HABAHHS GI3eM HA OCHOGI OUHAMIYHUX NOKA3HUKIG

Introduction. Lip reading plays an development of an automatic sign language
important role in understanding sign language, translation system. Viseme is a visible
because it helps to recognize signs and their articulation unit that corresponds to one or more
meaning in case of ambiguity. Fast and robust sounds.
viseme classification method is required for the The problem of viseme recognition lies in

© Davydov M.V, Nikolski Yu.v, sequence of visemen. This task is chllenging
Tykhanskyi S.M., 2013 q : ging

132



Davydov M. V. // Electrotechnic and Computer Systems Ne 11 (87), 2013

132 -141

Systems and Means of Artificial Intelligence

because input images quality depends a lot on
the camera being used, lighting, and individual
speech peculiarities (uniqueness of articulate
manners). The problems that are mentioned
above make it difficult to build a universal
viseme recognition system.

In this paper, we introduce our work on
automatic lip reading in sign language tutoring
software. The obtained results can also be used
to develop alternative interfaces and
specialized devices such as TVs, game
consoles, mobile devices, etc.

The main part of the paper is divided into
three sections. Section 3 describes our
approach to tackle face-tracking challenges in
sign language tutoring software. Section 4 is
focused on the proposed weighted optical flow
model. The model itself is described and
operations for joining models and calculating
the distance between them are introduced.
Viseme classifier that is based on the proposed
model is described in Section 5. The latter part
of the paper contains experimental results
(Section 6) and conclusion (Section 7), where
our work is summarized and directions for
further research are outlined.

The main contribution of the paper is in
introducing a weight parameter in discrete
optical flow model and developing operations
for joining two weighted discrete models for
optical flow and estimating the distance
between them. These operations were used to

train and test the implemented viseme
classifier.

In  Ukrainian  sign  language, lip
articulation has an important semantic

meaning, because it allows understanding and
interpreting a gesture properly in case of sign
ambiguity. It is even more important than in a
spoken language. The development of
computer systems that would facilitate
communication between people who speak a
sign language and those who do not is not
possible without a proper viseme recognition
module.

Related work. Known models that are
used in viseme recognition methods can be
broadly divided into four groups: parametric,
appearance-based, dynamic, and hybrid.

Parametric models are based on lip contour
extraction and tracking. The lips can then be

efficiently represented by “Snakes”, Active
Shape Models (ASM), Active Appearance
Models (AAM), and deformable templates [1,
2, 3]. The main drawback of parametric models
is the difficulty in estimating them from video
sequences where motion-blurred images are
obtained.

Appearance models are based on
extraction of image features from regions that
contain lips. As a rule, these models are used
with linear discriminant analysis or principal
components analysis to reduce features
space [4,5]. The main disadvantage of
appearance models is the lack of dynamic
features.

Dynamic methods use the information
about changes in facial movement in
neighboring video frames [6, 7]. Hybrid
methods combine the approaches mentioned
above [8].

Viseme recognition rate for parametric and
appearance models is up to 76 %, for dynamic
models it is up to 66 %, and for hybrid models
it reaches 78 % [1, 2, 6, 8]. However, the
information about facial expressions is
underrated, and optical flow recognition
methods are not widely used. Nevertheless, the
authors use optical flow to compute certain
numerical characteristics of visible articu-
lation [9].

Viseme recognition is a part of audio-
visual speech recognition and visual speech
recognition process. However, as it was already
shown, visual speech recognition is ambiguous
because one viseme can correspond to several
spoken sounds. The development of cued
language has greatly helped deaf people to
understand articulated words properly.

The purpose of this article is to introduce
a new dynamic viseme recognition method
that is based on weighted optical flow model.
The method does not use static lip shape
characteristics that can be accurately
estimated only at the stage of exposure.
Instead, the classification decisions are made
at the initial stage of viseme articulation. The
advantage of this method is that the decisions
can be made before using static methods. This
is essential for real-time applications. In
addition, the developed method can
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complement parametric or appearance-based
methods to achieve better recognition rate.
Tracking Face and lips frame. Position
of a gesturing person's face within a frame is
not static; it constantly changes. The magnitude
of the movements may be different, but they
always take place. As any facial movement
affects the subsequent computation of optical
flow, it is very important to determine the
position of face and lips in every frame as

accurately as possible.

To detect a face in any image is to identify
the smallest rectangle containing that face
features. Furthermore, it is essential that the
position of the rectangle in relation to the face
be preserved all the time to make it possible to
further compute optical flow. Already known
methods for face detection in real-time video
sequences [10, 11] fail to do that. For this
reason, face tracking methods are used. They
determine face position in each subsequent
frame by comparing it with that in the
preceding one [12, 13]. The detection method
is used to determine the initial position of face,
while the tracking method is utilized to track
face in subsequent frames.

The problem of face detection is
complicated because, in some cases, hand may
cover face resulting in incorrect work of both
algorithms. To solve this problem, a new
TrackFaceHybrid algorithm for face detection
and tracking is introduced. The algorithm
involves the use of CAMSHIFT method to
carry out face tracking and Viola-Jones method
implemented by Rainer Lienhartom in the
OpenCV library to initialize tracking and
estimate whether or not any other object
seizure took place.

TrackFaceHybrid algorithm consists of the
following steps:

Step 1. F :=0. Set the counter of frames in
which face positions are not verified to zero

Step 2. Take the next frame from video
sequence. If there are no new frames than
finish.

Step 3. Determine the position of face and
its size in the frame by using Viola-Jones
method.

Step4. If face is detected, initialize
CAMSHIFT algorithm to track the face,
otherwise, proceed to step 2.

Step 5. Take the next frame and obtain the
position of face pjand its size s using
CAMSHIFT method.

Step 6. Determine the position of face
poand its size s, by utilizing Viola-Jones
method; seek only in the rectangle with its
center at p; and itssize 1,5 s; .

Step 7. If face is not detected then
F=F+1.

Step 8. If F>5then proceed to step 1.

Step 9. If [s, —5;|>0.5s; then initialize
CAMSHIFT algorithm with a new position of
face p,and itssize s, .

Step 10. If video sequence still contains
frames, go to step 5, otherwise finish.

The use of TrackFaceHybrid algorithm
allowed eliminating the occasional unwanted
switching of CAMSHIFT algorithm from face
tracking to hand that covered the face. Step 9
allows handling the case when a person comes
up to the camera or goes away from it.

Selection of face optical flow model for
the construction of viseme classifier.

Efficient classifier construction involves
reducing the input data redundancy and
choosing only those characteristics that are
important for viseme recognition. According to
the authors, the characteristics may be the
elements of face image optical flow.

Face optical flow is a vector field that
denotes visible movements of face elements.
Optical flow can be calculated by using dense
and sparse methods [14]. As the methods for
calculating dense optical flow are not fast
enough to run in real time, Lucas-Canada
sparse method is chosen [15]. The method
allows obtaining optical flow field vectors in
certain points, whose movements can be
tracked with the smallest measure of
inaccuracy.

FaceOpticalFlow
optical flow computing consists
following steps:

Step 1. Detect face in each frame of video
sequence by using TrackFaceHybrid method.

Step 2. Scale the face to 100x100 pixels.

Step 3. In face image, select only the lower
part of the face.

algorithm for face
of the
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Step 4. Identify points good for tracking in
each separate frame by utilizing
GoodFeaturesToTrack method [16].

Step 5. Calculate optical flow vectors in these
points by using Lucas-Canada method [15].

Let mathematical description of image
elements movements in two consecutive frames of
video sequence by means of replacement vectors
of its characteristic points be a point model of
optical flow. Optical flow point model is
represented as a set of vectors O = {0;,05,...,0,},

0 =(%,¥;,uj,v;), Where x,y; are the point
coordinates in the first frame; u;,v; are the

coordinates of the point movements between two
consecutive frames. The obtained set of points can
change from frame to frame, and that requires that
additional transformations be carried out when
comparing optical flows.

There are two types of elements of optical
flow point model: those that are important for
viseme recognition and those that are unnecessary
and both increase the computation time and
complicate the classifier performance. In order to
consider the elements of optical flow that are
important, a concept of their importance measure
is introduced. It is defined by a weight coefficient.

To construct a viseme classifier, a training
method is utilized. During the training, viseme
optical flow characteristic points and their weights
are calculated. Concepts of weighted optical flow
and point model of weighted optical flow are
presented.

Weighted optical flow is a vector field
(x,y)— (u,v,w), where (u,v)is the replacement
vector, w is the optic flow weight in some certain
point — real number from interval [0;1] — where O
is the minimum weight and 1 is the maximum
weight. Weighted optical flow in a certain point is
represented by wvector f =(x,y,u,v,w), where
X,y are the coordinates of the point in the first
frame, u,vare the coordinates of this wvector
movements between two consecutive frames, w is
the weight. Point model of weighted optical flow
F ={f, f,,..., f }is the set of vectors that show
the weighted optical flow by means of the frame
characteristic points. When calculating the
distance between two optical flows, the point that
is more important for viseme identification will be
heavier.

In the course of training, a point model of
weighted optical flow is created for each viseme.
This model is revised with every use of a new
training example. Such examples are pairs of
consecutive frames from different viseme videos
at the exposure stage.

The initial point model of weighted optical
flow is obtained from the point model of face
optical flow O ={0,,0,,...,0,}, 0; = (X;, ¥j,Uj,V;)
by adding weight to its each point. The result is a
weighted  optical ~ flow  point  model
F= {fl’ f21"" fn}’ fi = (Xi,yi,ui,vi,w). Let the
operation be called the initialization operation and
be represented as follows:

F = Init(O, w).

To provide the training function performance,
an operation of weighted combination of two
weighted point models is defined. This operation
allows revising the model on the basis of a new
training example. In different point models, the
points for which the replacement vectors are

defined do not coincide, so it requires
recalculation.
Join(Fy, Fy, @) weighted  combination

operation is performed over two weighted optical
flow models. The influence coefficient of the first
of them is defined by «, « €[0;1], the coefficient
of the second of them is calculated by using
formula 1-« . In particular, when « =1then only
the first model is used in the combination, when
a = 0then the second one is used.

Join(F,,F,,a) weighted  combination
operation is carried out by using the following
algorithm:

Step 1. Multiply the weight of all elements
F by «, and the weight of all elements F, by
l-«a.

Step 2. Calculate the number of elements of
the optical flows combination model by using
formula N = max(R|,|F|)

Step 3. Combine models Fgr =FUF;.

Step 4. While |Fg|>N then perform steps

4.1-4.3.
Step 4.1. In set F;select a pair of vector
{fy, f,}= argmin dist(fy, f,),

fll fZEFR
fi=fs
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where the distance  between  vectors
f) = (%, Y1, U, vi, Wy) and fo = (X5, yo,Up, Vo, Wp)
[ calculated by using formula
dist( fy, 5) = 0 —X0)2 + (¥ - ¥2)2 .

Step 4.2. Calculate vector f using formula

f=ph+@1-p)f,, B=—2  where wy and
W1+W2
W, are the weights of  vectors

fi =04, yo. U v, W) and £ = (X, y2,Up, Vo, W)
respectively.
Step 4.3 Recalculate model Fg by using

formula FR = (FR \{fl' fz})U{f}
Step 5. For every element f € F, perform

steps 5.1 - 5.6.
Step 5.1. Combine models G:=F UF,.

Step 5.2 Recalculate the weight of each
vector g =(gx,9y,9u,9v:9w), 9€Gby multi-
plying it Dby the coefficient inversely
proportional to the distance from f to g

gly = 0y, - min{L, dist 1( f, g)}.
Step 5.3. Compute the weighted average
and standard deviations of replacements

wW=>gy, u=Wi > 9uli V=Wi D 9O

geG geG geG
1 '
oy :JW > (9~ g
geG
1 2
Oy Z\/W Z(gv_v) Gw -
geG
Step 54. Calculate coefficients
k:imaxg(,\,and rz\/(au2+c7\,2)/(u2+v2).
W geG

Step 5.5. Compute a new weight by using
formula
W_{ W+ (1L-w)(1-2r)1-k), if r<0,5

W-w-(1-0,5-r)(1-k), if r>0,5’

1
where W =— )
w > 9,0,

geG
Explanation. The coefficient of diversity r
is taken into consideration when new weights
are calculated. This coefficient shows how
diverse are vectors of joined models in the
neighborhood of point (g,,9,). The more

vectors near this point are agreed, the smaller

are dispersions o, and o, and the smaller is
coefficient r. Thus, when r <0,5 (vectors are
agreed in the neighborhood), the weight is
increased by (1-w)(-2r)(1—-k). Otherwise,
when vectors are not agreed, the weight is
decreased by W-(1-0,5-r")(1—k) . Multipliers
(I-w) and w limit the speed of increase or
decrease when the weight is close to 0 or 1.
The multiplier (1-2r) ensures weight increase
when vectors are well agreed and the multiplier
(1-05-r") forces weight decrease when
vectors are not agreed well. The multiplier
(I—k) is used to prevent surplus weight
change when neighborhood of point (g,,9,)
contains few or only one vector with large
weight. The larger is coefficient k, the larger is
influence of vector with the largest weight in
the neighborhood of (g,,g,). The value of

k =1 means that only one vector was used.

Step 5.6. Set f,=u , fy=v, f,=w

Step 6. Return model Fg.

In the algorithm, steps 2-4 are responsible
for the selection of model points and step 5 is
responsible for the replacement recalculation in
these points. At the same time, large standard
deviation of the recalculation reduces the
weight of the corresponding point.

To classify visemas, Dist(F,F,)distance
determination  operation is  introduced.
Dist(F,F,) Distance calculation is carried out
using the following algorithm:

Step 1. Set d:=0, W, :=0.

Step 2. For each element f eF , perform
steps 2.1 - 2.6.

Step 2.1. G:=F,.

Step 2.2. Recalculate each vector weight
9=(9x.9y,9u.9v.9w) ,» 9€G by multiplying
it by the coefficient inversely proportional to
the distance from f to g,

gy = gy, -min{L dist (£, g)}.
Step 2.3. Compute the weighted average
and standard deviations of replacements

1 1
W=D 0w U= 2 0ulw V= D 0v0y
g;sw’ Wg;uw’ Wg;vw
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oy =\/V% > (9y —u)* gy

geG

ov=\/wi PACIREH

geG

Step 2.4. Calculate coefficients

1 ' 2 NN
kK = — max ,and r= I(uc+v°).
W gea Ow \/(Gu +0oy,7)I(u” +v7)

Step 2.5. Calculate the weight by using
formula

[W+(@-w)@-2r)d-k), if r<05
W_{W—v_v-(l—O,S-rl)(l—k), if r>05

1
where W=— .
w > 9.9

geG

Step 2.6. Calculate the coefficient of

gyy + 9V
\/u2 +v2 \/gf + g3
is in the range between -1 and 1. The vectors have

the same direction, when s=1, and they have
opposite direction when s=-1.

similarity s= . Coefficient s

_ )2
Step 2.7. Calculate d:=d +%-g W,

W, =W, +g, -W.

Step 3. Return d /W, .

Explanation. Steps 2.1 - 2.5 stands for
calculation of the optical flow vector based on

model F, at every point of F model using

interpolation. The similarity coefficient s, that is
calculated in step 2.6, is a cosine of angle between

optical flow vector from F, and F, models. The

similarity coefficients are transformed into
distance measures and are accumulated in step 2.7
with weight multipliers. The weighted average of
these distances is calculated in step 3 and the
result is returned. The returned value is a

numerical estimate of dissimilarity between F

and F, models.

Viseme classifer constructing by using
point model of weighted optical flow.

There are 15 visemes in Ukrainian sign
language [17]. Some of them are very difficult to
distinguish because of their visible articulation
peculiarities — movements of parts of speech
apparatus invisible from the outside. The authors
studied the problem of recognizing of 5 visemas
for letters A, O, V, I, E, the visible articulation of
which differs much from one another.

To solve the problem, point models of
weighted optical flows were built for each viseme.
The construction was performed by calculating
and combining the flows using a set of viseme
video sequences.

For each viseme, n pairs of consecutive
frames depicting face at the stage of exposure —
preparation of speech apparatus to sound
pronouncing — were selected [2]. The pairs were
selected from different training videos.

The training was carried out by using
TrainVisemeModel (V) algorithm.

TrainVisemeModel (FramePairs) algorithm

Input parameters. FramePairs list of pairs of
consecutive frames depicting face at the stage of
exposure.

Result.
optical flow.

Step 1. For every pair from , calculate point

models of face optical flows 0;,0,,..,0, by
using FaceOpticalFlow algorithm.

Step 2. Complement all point models with
weight F =1nit(G;;0,5) , i=12,....n .

Step 3. Set G:=F;.

Step 4. For i=23,...,n, carry out one by one
G =Join(G, F;,i Y

Step 5. Return G — point model of weighted

optical flow of viseme V.
The result of bulilding of prototype models

for all visemes is a set of pairs <Vi, K, > where V,

Point model of viseme weighted

is the viseme indication and FVi is the prototype

model of viseme optical flowV,. For 5 visemes of
Ukrainian language have
M ={('A‘,FA>,<'O',FO>,<'y',Fy>,<'E',FE>,<'|',F, ).
The example of vectors of point model of viseme
“A” optical flow is depicted in Fig.1.

The built models are used to identify visemes
in every frame of video sequence by calculating
the distance from optical flow point model,
calculated in frame, to weighted point models of
visemes optical flows. The result of recognition is
the viseme whose model distance is minimal.

The experimental results. In a series of
experiments, the number of errors that occurred
while applying the viseme identification method
and the lip shape method was evaluated [1]. The
experiments were conducted on the basis of video
database of Ukrainian words comprising 50
videos with 119 visemas in total.
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Fig. 1. Example of point model of viseme "A" optical flow. At the left, lips contour in the first
frame of pair, at the right — in the second frame. In both images, vectors of point model of optical
flow are put as arrows

Each experiment was conducted in the
following way:

1. Selected a video from the database.

2. Applied the viseme identification
algorithm for each pair of neighboring frames.

3. If at the stage of exposure (exposure
frames were determined by the experimentalist
manually from the moment lips started to move
till the moment the movements stopped) viseme
model appeared to be the closest to the
computed model of optical flow of its
neighboring frames, the viseme was considered
to be correctly recognized.

After conducting a number of experiments,
the percentage of correctly recognized visemas
as compared to their general number was
calculated for each viseme type. The obtained
recognition results are depicted in Table. 1.

The experiments have shown that the
results obtained after the usage of the optical

flow method for "A" and "I, " visemas
recognition appeared to be better than those
obtained after the lip shape method usage.
Taking into account that the methods use
fundamentally different approaches to viseme
recognition, it is possible to combine their
results to increase the percentage of recognition
accuracy.

To evaluate the algorithm  time
characteristics, the average time needed to
process one sequence video frame was
determined by using a test database of videos.

The average time for processing one frame
by using the method that uses point model of
optical flow is 83 ms what is 28% lower than by
using the method based on lip shape (121 ms).
This allows processing video at the speed of
11.5 frames per second on a PC with Intel
Pentium Dual-Core T3400 (2.16GHz) processor.

1. Comparison of visemas recognition accuracy index obtained by using different viseme
recognition methods

Viseme tl;llg r;qpbeecrif?f: \{;/SFJeen}ﬁstt?(fe Method based on lip | Method based on optical
database shape (%) flow (%)
A 14 7 78
© 19 63 57
i 30 86 80
£ 44 & 63
LU 12 66 -
Total 119 74 69
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Conclusions. The method for viseme
identification is  proposed  where the
classification decision is made at the initial
stage of viseme articulation. The method utilizes
models based on dynamic features. Such
dynamic features are optical flow models, which
are calculated for neighbor video frames. The
identification is done via comparison of optical
flow models to a set of trained weighted optical
flow models. A new algorithm is proposed for
training weighted optical flow models as well as
procedures for joining and comparison of such
models. The recognition rate 69% was obtained
for 5 visemas recognition of a single speaker.
The obtained recognition rate for «A» and
«I, M» visemas is higher than in static models.
The use of dynamic approach for viseme
recognition lets obtain recognition result earlier
than in static methods. Further research will be
focused on extension of viseme database and
consideration of interpersonal dissimilarity of
visible articulation.
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