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Abstract. The article introduces a test-bed for research cyber–physical production systems. The hardware setup 

and the software environment are described. A new approach for distributed software and semantic data modelling is 

introduced. 
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Аннотация. В статье представлена модель для исследования кибер-физических систем в области 
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Introduction. The German research and 
development initiative for Industry 4,0 proposes 
a highly networked and more flexible ecosystem 
for modern production control systems [1]. 

To conduct research in the area of flexible 
production control systems, a flexible test–bed 
installation is a valuable support. An example 
for a flexible plug-and-produce scenario is giv-
en in the well-known Production 2000+ agent-
based manufacturing system [2]. 

Our own research has already shown, that 
traditional production control systems, based on 
programmable logic control (PLC) and Object-
Linking and Embedding (OLE) for process con-
trol, are not able to deal with the emerging re-
quirements imposed on modern production con-
trol systems by rising flexibility and autonomy, 
like self-configuration and self-optimisation. 
These self-x properties are not new and have 
already been described in the autonomic compu-
ting research field e. g. by IBM in [3]. 

Currently these described research efforts 
are subsumed in the term Cyber-Physical Pro-
duction System (CPPS) (Source: 
http://www.plattform-i40.de/glossar/cyber-
physical-production-systems-cpps). 

© Schoeler T., 2014 

The remaining sections of these contribu-
tions are structured as follows. First, an over-
view over our SEPIA CPPS test-bed is given. 
Subsequently some aspects of our software ar-
chitecture are described in more detail, namely 
the extension to the Contract Net Protocol and 
our semantic data model for information storage, 
the production ontology. The test-bed and its 
software architecture is then used in two exem-
plary applications for event processing and fac-
tory visualisation in 3D. Finally, this contribu-
tion describes current research work and future 
perspectives. 

System SEPIA – а semantic cyber–physical 
system approach. 

System SEPIA is our research test-bed for a 
state-of-the-art production control system. It is 
built from competitive off-the-shelf hardware 
and software components. Fig. 1 shows the 
hardware simulation model of a realistic pro-
duction scenario built from Fischer technikcal 
components. 

The model reproduces a complex manufac-
turing scenario with three manufacturing cells, 
conveyors for work piece distribution as well as 
storages. 
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The manufacturing model is automated ei-
ther with traditional PLC connected via indus-
trial Ethernet (Profinet) and to provide the need-
ed flexibility for research, with off-the-shelf in-
dustrial-grade embedded controllers as shown in 
Fig. 2. 

 

 

Fig. 1. Hardware simulation model 

 

Fig. 2. Industrial–grade embedded controllers 
for hardware simulation model 

On field level five Gnublin LAN embedded 
Linux controllers are used to connect to sensors 
and actors of the plant model. The used Gnublin 
controllers contain an ARM9 CPU at 180 MHz 
with 32 MB SDRAM and dedicated hardware to  
work with 24 V digital input and outputs (sen-
sors and actors in the model). The Gnublin con-
trollers are all interconnected via industrial 
Ethernet. 

Gnublins provide a standard Linux envi-
ronment for software development. They can 
easily be programmed with programming lan-
guages like C/C++ and Python. Furthermore 
convenient application programming interfaces 

(APIs) are available to implement sensor/actor 
access for industrial control systems. 

To realise the various functionalities tradi-
tionally found on ANSI/ISA-95 (more infor-
mation available from http://www.isa-95.com) 
levels 2 and 3 (higher control and manufactur-
ing execution levels) SEPIA uses a set of Rasp-
berry Pi controllers. These controllers are also 
based on embedded Linux but more powerful 
than the field-level Gnublin controllers. The 
Raspberry Pi and Gnublin controllers are inter-
connected via industrial Ethernet as shown in 
Fig. 3. 

 

Fig. 3. Controller architecture 

As already described, the various embedded 
controllers in SEPIA system are connected via 
industrial Ethernet. On top, SEPIA uses MQTT 
for message passing. 

Message queuing telemetry transport  

(MQTT) is a M2M (Machine to Machine) 
communication protocol built for the Internet of 
Things: “MQTT is a lightweight pub-
lish/subscribe protocol flowing over TCP/IP for 
remote sensors and control devices through low 
bandwidth, unreliable or intermittent communi-
cations.” as described in [4]. 

In SEPIA the lower field level controllers 
communicate via MQTT, whereas on higher 
levels of manufacturing control, more sophisti-
cated communication means are necessary. 
Therefore SEPIA uses Scala Multi Agent Sys-
tem (SMAS). More information available at 
URL: https://github.com/scala-multi-agent-
system for higher-order communication and 
control. SMAS is written in the object-
functional programming language Scala. It uses 
the actor concept for message passing between 
software agents and provides services similar to 
well-known software agent platforms such as 
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JADE (Java Agent Development Framework.) 
More information available at URL: 
http://jade.tilab.com and Cougaar URL: 
http://cougaar.org/wp/[5]. 

SMAS enables agents to communicate 
with each other, for example as proposed in 
the Contract Net Protocol for task sharing and 
resource allocation in distributed environ-
ments [6]. We propose an enhancement of 
CNP, the so-called RT-Contract-Net optimised 
specifically for non-isolated, non-
homogeneous real-time environment such as 
SEPIA. 

RT-Contract-Net provides a channel sys-
tem for service discovery as well as intelligent 
message routing based on the messages' real-
time requirements and real-time capabilities of 
the participants. Furthermore, it provides var-
ious means for optimisation as shown in  
Fig. 4. 

 

Fig. 4. RT-Contract-Net’s hierarchical channel 

service and message routing 

The hierarchical channel service in RT-
Contract-Net distributes Contract-Net Proto-
col messages (CNP) messages only to the par-
ticipants known to provide suitable real-time 
capabilities. For example, messages with hard 
real-time requirements are only distributed to 
participants providing hard real-time capabili-
ties, whereas messages with no real-time re-
quirements are distributed to all participants in 
the network. More background on RT-
Contract-Net can be found in [7]. 

Semantic data model. 

To provide the various software agents 
with knowledge about the production plant 
model itself and for manufacturing execution 
and production control, an ontological de-
scription logic model in Web Ontology Lan-

guage Description Logic (OWL DL) is pro-
posed for SEPIA. Similar approaches can be 
found e. g. in [8]. An overview of the ontolo-
gy and its main entities is given in Fig. 5. 

 

Fig. 5. SEPIA ontology entities 

The SEPIA ontology models the hardware 
parts in the plant like e. g. conveyors, machines, 
storages as dedicated entities in a subsumption 
hierarchy. Also the embedded controllers are 
modelled in the ontology as control units. Given 
this logical model of the production plant hard-
ware setup, software agents are able to reason 
about the hardware setup. 

For example a configuration software agent is 
able to derive particular configuration settings for 
the various Gnublin embedded controllers from 
the ontology. Information such as which controller 
is attached to a particular machine or conveyor as 
well as how to access the various sensors and ac-
tors in the production control system can easily be 
accessed via the SEPIA ontology. 

Furthermore due to the graph structure of 
the production plant, a simple relation such as 
hasNeighbour can provide a routing software 
agent with information necessary to optimise 
the transport routes through the production plant. 
An example for an ontology class model is giv-
en in Fig. 6. 

 

Fig. 6. Conveyor class, modelled 
in OWL DL ontology 
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The conveyor class provides properties like 
hasNeighbour and isControlledBy. The 
hasNeighbour relation provides adjacent pro-
duction plant entities, the isControlledBy prop-
erty provides information about the embedded 
controller in charge of controlling the given 
production plant entity. 

By using the query language SPARQL 
(SPARQL Protocol And RDF Query Language), 
software agents can obtain information from the 
ontology necessary for e. g. configuration of 
embedded controllers. Fig. 7 shows an example 
query. 

 

SELECT ?x ?subs WHERE { 
 Type(?x, cpsi:ControlUnit), 
 PropertyValue(?x, 
  cpsi:hasIdentification, id), 
 PropertyValue(?x, 
  cpsi:isSubscribing, ?subs) 
} 

Fig. 7. Example of a SPARQL query 

This example queries all MQTT topics, a 
particular embedded controller is subscribed to, 
as stored in the production control ontology. 

Currently the Scala multi agent system 
SMAS is enhanced with plug-ins to access 
OWL DL ontologies. The plug-ins provide di-
rect manipulation of the OWL DL ontology as 
well as querying via SPARQL as needed in the 
SEPIA production control system. SMAS agents 
are deployed on Raspberry Pi nodes for higher-
order production control and manufacturing ex-
ecution. Due to resource constraints on the lim-
ited Gnublin nodes, a OWL DL ontology proxy 
agent is provided and deployed on a Raspberry 
Pi node. The proxy agent is accessed via MQTT 
messages, provides access to the ontology and 
posts its results back as MQTT message. This 
enables field level controllers to store current 
production data in the ontology and also retrieve 
e. g. configuration data from the production on-
tology. 

Event correlation. 
Data stream management and complex 

event processing technologies are well-suited 
for real-time and online analysis of complex sit-
uations. Especially in logistics scenarios such as 
food chain logistics, online decisions are neces-

sary to optimise food handling throughout the 
delivery to the consumer [9]. 

A similar data flow concept can be found in 
SCADA (Supervisory Control and Data Acqui-
sition) and quality management applications in 
the manufacturing control. Sensor information 
is gathered on field level and is correlated and 
evaluated on a higher level in the architecture. 
Result of correlation and evaluation steps is e. g. 
an alarm, when certain alarm triggers are met. 

In SEPIA, the correlation and evaluation 
step is carried out with complex event pro-
cessing technologies. Therefore a Scala Multi 
Agent System (SMAS) software agent has been 
deployed, which is able to correlate higher order 
events, such as alarms or visualisation events 
from field level sensor and actor events. As a 
very simple example, to explain the general idea, 
a workpiece leaving a particular conveyor (reg-
istered by a sensor event E1 on conveyor 1) and 
entering another plant sector (registered via an-
other sensor event E2 on conveyor 2) can be 
shown on the visualisation layer by a moving 
workpiece. 

For quality management, manufacturing 
events from the manufacturing cells, such as a 
workpiece being manufactured with a particular 
tolerance, can also be correlated and evaluated 
by the event processing agent. In case, that the 
manufactured workpiece is out of the given tol-
erance, the quality management event pro-
cessing agent is able to trigger, e. g. a rework 
process for the particular workpiece. 

3D plant visualisation. 
The 3D plant visualisation data flow is giv-

en in Fig. 8. 
 

Field level 
sensors and 

actors

Event 
correlation 

agent

3D visualisation 
(SCADA) on 
PC/mobile

MQTT MQTT/

SMAS  
 

Fig. 8. Data flow visualisation 

Field level sensors and actors provide their 
data via MQTT to an event correlation agent, 
which in turn correlates sensible visualisation 
information from the low-level MQTT events 
and provides these higher-order events via 
MQTT or SMAS messages to the 3D visualisa-
tion on desktop PCs or on mobile devices. 

According to [10] a 3D visualisation has 
additional value if the user is able to interact 
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with the visualisation. Therefore we propose a 
software architecture for event-driven 3D visu-
alisation using the Unity 3D framework (More 
information available from http://unity3d.com) 
as shown in Fig. 9. 

 

Fig. 9. Animated 3D visualisation 
of plant model 

Apart from Unity's support for realistic 3D 
visualisation, together with shutter glasses, a 
realistic 3D impression can be generated with 
regular desktop PC hardware. Furthermore, Uni-
ty allows cross-platform developments. The 
same code base can be used for supervisory 
control and data acquisition (SCADA) on desk-
top PCs as well as on mobile devices, such as 
Android tablets. 

Current developments. 
Currently, the plant model only provides 

workpiece IDs via read-only magnetic markers 
on the workpieces. As proposed in various other 
projects, e. g. SemProm [11], Radio Frequency 
IDentification (RFID) provides contact-less 
identification of workpieces and furthermore, 
allows not only to read a given ID but also to 
write data on RFID tags. This data can be used 
to store e. g. work orders, quality management 
information directly on the workpiece itself. 
RFID technology can easily be integrated in the 
SEPIA test-bed hardware and software architec-
ture. Therefore dedicated MQTT topics will be 
provided by Gnublin controllers to read/write 
RFID tags. 

One important property of cyber-physical 
production systems is the high degree of distri-
bution of the participants in the system. There-
fore communication and coordination between 
distributed manufacturing plants is an important 
research topic. To demonstrate such a distribut-
ed manufacturing scenario, a highly distributed 
demonstrator is currently developed by a num-

ber of German research institutes: The Industrie 
4.0-Demonstrator: MyJoghurt [12]. System SE-
PIA testbed will be integrated into the 
MyJoghurt demonstrator as another participant. 

A dedicated Scala Multi Agent System 

(SMAS) plug-in, encapsulating the C interface 
code will be used to provide the external inter-
face to the other participants in the demonstra-
tion scenario. 

Conclusion 

We have introduced the SEPIA cyber-
physical production system test bed as well as 
its hardware and software architecture. 

Current research has shown, that a lot of re-
search in the field of software agent theory can 
be used to build state-of-the-art production con-
trol systems. Some enhancements, e. g. in the 
field of task sharing (Contract Net Protocol), 
have been proposed in order to deal with the 
emerging requirements from highly distributed 
and connected real-time systems such as sys-
tems driving the Internet of Things. 

We have shown that a semantic data model 
kept in an Web Ontology Language Descrip-
tion Logic (OWL DL) ontology has numerous 
advantages in knowledge modelling, especially 
when it comes to enhance to data model to cope 
with additional requirements from future appli-
cations. 

Furthermore, technologies from data stream 
management systems can be used in manufac-
turing systems for visualisation and quality 
management. Those technologies can easily be 
integrated in the open SEPIA software agent 
system architecture. 

The integration in the German Industrie 4,0 
demonstrator MyJoghurt provides a reality-
check for the proposed architecture and its com-
ponents, bridging the gap between academic 
research and productive use in realistic produc-
tion scenarios. 
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