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MODEL-ORIENTED METHOD FOR CONSTRUCTION OF INTELLIGENT
INFORMATION SYSTEMS OF DIAGNOSING BASED ON VOLTERRA KERNELS

Abstract. The method of building an intelligent computing system for diagnostics of nonlinear dynamic objects is
offered in this paper. This method is based on integral power Volterra series using as model of objects. The diagnostic
features space is built using such models. There are discrete values of first order Volterra kernels and diagonal section
of second order Volterra kernels as well as moments of Volterra kernels.

Estimations of correct recognition probability of objects states base on chosen diagnostic features sets are
received using maximum likelihood estimation method.

Second order Volterra kernels sections give more information about diagnostic object than first order Volterra
kernels. The possibility and advantages of diagnostic model using for object as a union of first and second order
Volterra kernels is shown. These models provide the highest information level about object being diagnosed. The
highest informativeness and noise immunity is reached using union of Volterra kernels moments of the first order and
Volterra kernels diagonal sections of the second order.

All features set in noiseless conditions usually have several best solutions (features combinations) or several
solutions that are in the neighborhood of best solution. The selection of the best features sets should be carried out
considering the changes of the diagnostic quality with impact of noise. The numerical experimental results are applied
for switched reluctance motor diagnostic model building.

Keywords: intelligent information systems, faults diagnosis, efficiency of diagnostics, nonlinear dynamic models,
Volterra kernels, identification, and reduction of features space dimension
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MOJIEJIbHO-OPUEHTUPOBAHHBIN METO/] IOCTPOEHUS
HNHTEJUVIEKTYAJIbHBIX HTHOOPMAIIMOHHBIX CUCTEM JUAT'HOCTUPOBAHUA
HA OCHOBE SAJIEP BOJIBTEPPA

Annomauyusn. Ilpedcmagnen Memoo NOCMpOeHUs. UHMENIEKMYAIbHbIX UHGOPMAYUOHHBIX CUCHEM C Yelblo
NOBbIULEHUS  HAOENHCHOCMU — OUACHOCMUPOBAHUS.  HEUCHPABHOCMEl — HeTUHEUHbIX — OUHAMUYECKUX  0ObeKmos.
Ilpeonacaemcsa ycosepuieHcmgoganue memooa MOOeNbHOU OUACHOCMUKY, OCHOBAHHO20 HA Henapamempuyeckou
udeHmuukayuy OUHAMUYECKUX CUCIeM U HNOCMPOeHUU OUASHOCIUYECKUX MOoOenell ¢ UCNONb308anHuem O
napamempuzayuu sdep Bonbmeppa ux momeHmos pasiuunvlx NOpsoKkos. DghexmusHocms npednodiceHHou Moodenu
OUACHOCIUKU UCCTE008AHO HA NpUMepe BeHMUTbHO-PEeaKmMUBHo20 08Ucamerns.

Knrwueevie cnoea: unmennekmyanvhvle UHQOPMAYUOHHbIE —CUCMEMbl, OUAPHOCMUKA — HeucnpasHocmell,
apghexmusrnocmo OuazHoCmMuKY, HeluHelHble OUHaMuyecKue mooeu, s0pa Bonemeppa, uoenmuguxayus, coxpawerue
DpA3MepHOCmU NPOCMPpaHCmed NPUSHAKOB
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MOJIEJIbHO-OPIEHTOBAHUI METO/ IIOBYJIOBU IHTEJEKTYAJIBHUX
IHOOPMAIIMHUX CUCTEM JJIATHOCTYBAHHSI HA OCHOBI SIIEP BOJIbTEPPA

Anomauia. [Ipedcmasneno memoo no6yoosu iHmeneknyanoHux iHPOpMAayitiHux cucmem 3 Memolo NiO8UU|eHHs
HAOIUHOCMI 0iA2HOCMY8AHHA HeCNpagHOCmell HeliHiHUX OuHamiyHux ob'ckmis. IIpononyemovcs YOOCKOHANIEHHS
Memooy MOOeNbHOI 0iaeHOCMUKY, 3ACHOBAHO20 HA HenapamempuuHiil ioenmughikayii OunamivHux cucmem i no6yoosi
diaeHocmuyHUX Mooenell 3 UKOPUCMAHHAM 0/ napamempuzayii a0ep Bonemeppa ix momenmie pisHux nopsoxis.
Edexmusnicmo 3anpononoganoi mooeni 0iazHocmuku 00CHiONCeHO HA NPUKIAOT eHMUTbHO-PEAKMUBHO20 O8USYHA.

Knwwuosi cnoea: inmenexmyanvhi - inpopmayitini  cucmemu, OideHOCIMUKA HeCHpasHOCMEN, eQeKmugHicnb
OiaeHocmuKy, HeniHiuHi Ounamiuni moodeni, si0pa Bonemeppa, ioenmudbixayis, ckopouenHs: posmipHocmi npocmopy 03HaK

1. Introduction. Increase of the control dynamic properties of systems, increased
objects complexity while maintaining the requirements for accuracy and objectivity of
© Fomin O. O., Pavlenko V. D. decisions leads to the problem of .the

development of new intelligent computing
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systems. These systems will ensure required
characteristics and automate the monitoring
process for objects of different physical nature.
Modern diagnostic systems include both new
mathematical techniques and modern resources
of intelligent computing [1 — 2].

At present the methods of technical
diagnostics, founded on reconstruction of the
control object models [3 — 4], is widely
developed. It is usually expected that faults
change only object’s features. However, often
defects change object’s structure. This fact leads
to using of the nonparametric identifications
methods for building of object’s models on base
of experimental data "input/output".

This paper uses a non-parametric nonlinear
dynamic models based on integro-power
Volterra series. They consist of the sequence of
multidimensional weight functions w(ty,...,Tk),
k=1,2,...— Volterra kernels [5], which are
invariant to form of input signal.

Using of models on base of Volterra series
allows taking into account nonlinear and inertial
characteristics of object. It makes the
diagnostics procedure more universal and
reliable [8].

The diagnostic procedure in this case
contains determination of Volterra kernels on
base of “input/output” experiment data in time
or in frequency [9 — 10] domain. On base of
taken Volterra kernels a set of diagnostic
features is formed. In space of these features
builds a classifier using statistical recognition
methods [10 —11].

As a real significantly nonlinear dynamic
object is considered switched reluctance motor
(SRM) [6]. It's fast developing scientific and
technical direction. The electric motor is widely
used in machine-tool construction and robotics,
automated production lines, transportation,
aerospace engineering and etc.

The aim of this work is improving the
quality and reliability of diagnosing of the SRM
state using a model-based diagnostic
nonparametric identification of objects in the
form of Volterra kernels [6].

2. Forming of features space and data
compression. For continuous nonlinear
dynamic system the relationship between input
and output signals with zero initial conditions
x(7) can be represented by Volterra series:

y(t) =w(Dx(t —t)d7r +

L1t
+ ”J.wz (T4, T)x(t — T))x(t — Ty dty +
000

. (D

titt
[ [ w3 (ratan )t = t)x(e = 15) ¢
000
X x(t —t3)dvdiydig + ...
where wi(t1), wa(t1,72), Ww3(T1,T2,73) — Volterra
kernels of 1%, 2"¢ and 3 orders; ¢ — current
time.

High accuracy of Volterra kernels
estimation is reached by using of antinoise
determinate identification methods, offered in
work [5].

Using of recognition theories methods for
decision of the technical diagnostics problems
on base of nonparametric dynamic object’s
models in the form of Volterra series is founded
on the following supposition:

1. It exists objective (but implicit)
relationship between multidimensional Volterra
kernels, which describe the object’s structure,
and technical condition of object, i.e. it exists a
certain function F(W,S), linking object’s
condition S with Volterra kernels W={w,(t;
Tn)}NrFl-

2. Function F(W,S), built on base of
Volterra kernels of explored object’s, can be
extrapolated on objects with an unknown
characteristic.

3. Object’s structure can be adequately
presented in form of Volterra kernels.

Different approaches to decision of the
problems of the technical diagnostics are
possible. They can differ by the way of
informative features choice and by the
algorithm of building of function F(W.S) [3; 5].

The effectiveness of pattern recognition
methods used for diagnostics basically depends
on self—descriptiveness of used set of features.

If features well characterize internal
structure of the object, than most of objects,
identical by internal structure, will display in
space of these features in form of compact set of
points. The objects with a fault structure will
display to the points, deviating from this
compact set and located more seldom
considering variety of defects at such object and
their relative small number.

147



Fomin O.0. Published in the Journal

Electrotechnic and Computer Systems

No. 23 (99), 2016 146 — 153

Dynamic System Modeling

3. Technology of intelligent diagnostic
systems building. The proposed information
technology of nonlinear dynamical objects
indirect control and diagnosis bases on
nonparametric identification of objects using
Volterra kernels. It consists of following tasks.

Object identification. 7he goal: to obtain
an information model of the object in the form
of Volterra kernels.

Stages of implementation: supplying of test
signals to the object’s inputs; measuring of
object’s responses on output; definition of
Volterra kernels on the basis of experimental
data “input-output™.

Objects diagnostic model building

The goal: to form the feature space.

Stages of implementation: parameterization
of Volterra kernels (diagnostic information
compression), evaluation of features diagnostic
values; selection of the most informative
features set (reduction of the diagnostic model).

Building an object’s states classifier

The goal: construction of decision rules
family for optimal classification in the space of
informative features.

Stages of implementation: construction of
decision rules (training); evaluation of the
classification reliability (examination);
optimization of the diagnostic model.

Object’s diagnosis

The goal: Control object’s state assessment.

Stages  of  implementation:  object’s
identification; evaluation of diagnostic features;
referring an object to a particular class
(recognition of states).

Application of the proposed model
diagnostics method entails the need of
parameterization of Volterra kernels functions
[14]. Diagnostic features sets selection has a
decisive influence on the accuracy of the
diagnostic model and, as a consequence, on the
reliability of the object state recognition.

In this paper, the informativeness of the
selected features combinations assessed by the
results of the classification problem solving.
The problem of objects sampling classification
solves by constructing a decision rule by
maximum likelihood estimation method [15].

Features combinations for which the quality
of recognition is insufficient are discarded. In
summary, features combination for which the

addition of any new feature does not increase its
informative value is selected.

Features set informativeness is determined
on the base of the maximum of true recognition
probability (TRP) criteria Ppax, implemented on
a subset X' of a given signs set X (X' < X).

Object's states recognition performed on the
basis of secondary diagnostic features obtained
by  parameterization of the  model:
{Wk(l‘l,l‘z,...,l‘k)}k=1,2 ,,,,, N = X=(X1,X2,....X)". The
paper considers the system of secondary
features obtained as the Volterra kernels
samples of order £ (k = 1,2) with a specified
discreteness (V) and moments of Volterra

kernels u(rk) of different orders r (r=0,3 ) (M).
Moments of Volterra kernels diagonal
sections. It is offered the universal approach to
forming a of diagnostic features sets, which
consists in using of Volterra kernels moments.
Let a signal x(¢) in form of analytic function
acts on input of stationary system, represented
by the model in the form of Volterra kernels.
Let’s decompose it in a neighborhood of point t
in a Taylor series.
[ee] 1 1
x(r—r)zzﬂwr’ ()
- & dr
Steady state signal in the system is
determined by a series (2) with 71— ». If the
expression (2) substitute in (1) than obtains
expression x(f):

y(t) = Z(l

i!

" d’ x(t)

j w,(t)dt +

S (- 1)'” d'x(t) d’x(t)
+
Z/Z:(; ijl dd dv

® o (3)
X jjr;réwz(tl,tz)dtldrz +
00
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where i, j,.., [=0, 1, 2, ... are called the
moments of r order for kernel of & order,
i+j+...+/=r — moments order.

Moments of Volterra kernels diagonal
sections (My), considered in this work,
calculated by the formula

pn® :It’wk (t.t,...0)dt (5)
0

4. Analysis of features
formativeness

Offered method of building an intelligent
computing system for diagnostics is analyzed on
example of the SRM.

During long work the rotor of the electric
motor has air friction and an air backlash ¢ (Fig.
1, a) between a stator and rotor in it eventually
increases. It is typical for high-speed electric
drives. An air backlash increasing leads to
power parameters decreasing and increasing of
energy losses. But direct measurements of air
backlash are impossible.

Therefore, engineering of diagnostic system

space in

of SRM air backlash using indirect
measurements is impotent today.
a
Yo
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Fig. 1. Air backlash in SRM (a); function of
flux linkage from a current for ®=30° for a
nominal value of air backlash 6=, and for a
cases 0=1,39, and 5~=1,69,(b)

Training samples are received for different
states of SRM and are divided to 3 classes (100
items in each class) for air backlash &=0,
(normal mode); 6=1.35, (fault modes) and
0=1.69, (fault and emergency modes).

The electric motor is described by the
system of nonlinear differential equations [5]:

a¥
U =1 R +2 2. (6)
o =dplp t+ at
‘P@=f1(1q>,®), (7)

here U, (1) — voltage (entrance variable); 7,4(t)
— current (measured response); Ry, — resistance,
v, — flux linkage; ®— rotor angle. Function of

flux linkage from a current is illustrated on
Fig.1, b.

Find the inverse dependence flux linkage of
the current phase 1, = F(¥,,0) and

approximated by its power-mode polynomial —
we can get the model of the motor:

d
%+ F(¥,,0) R, =U,» ®)

where F(¥,,0)=(ay, +ay,” +a,y,” +...)-

As a result of transformation we obtained the
model of the motor in the form of nonlinear
differential equation:

dy 3
7¢+ ay, +az\|1¢2 +a " +..=U,. 9)

From equation (9) we can obtain the
analytical expressions for Volterra kernel of
first-order and diagonal sections for Volterra

kernels of second orders [11]:

w(t)=e alt, w, (1,1) =%(e_ 2a¢t —e alt). (10)
1

For diagnostics of the SRM states Volterra
kernels of first order w;(f) and the diagonal
section of Volterra kernels of second order
wy(t,f) are used. The estimations of Volterra
kernels of first order w;(f) and the diagonal
section of Volterra kernels of second order
wo(t,1) for a cases =06, ~1,39, and 5=1,69, are
taken by the results of the simulation (Fig. 2).

The deterministic approach for
classification is impossible, because obtained
models for all 3 classes forms the overlaying
areas (Fig. 2). In this case, the methods of
object's states recognition are used.

The effectiveness of recognition methods is
largely dependent on informativeness of used
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sets of features. If selected features adequately
characterize the internal structure of the
diagnosis object, the objects being identical in
structure, appear in the space of these features in
the form of a dense set of points. Objects with
structural fault will correspond to the points that
deviate from this dense set.

Further, the informativeness of different
diagnostic features sets (discrete values of
Volterra kernels and the moments (5)) are
analyzed.

The most informative description of objects

diagonal sections of Volterra kernels of the
second order (feature set V).

Diagnostic spaces form by selection of all
features combination. Informativeness estimates
as averaged value of TRP among all classes.
The best results of features sets selection among
V1, Va2, My, M, are shown in Fig. 3.

The most informative part of functions of
Volterra kernels of first order and the diagonal
sections of Volterra kernels of second order is
the initial area, corresponding to first four
discrete values. For the set V; there are x; =

from considered features sets gives the w(¢); for the set V, — x; = wy(t,t,); for the set
collection V5. Vi =ViUVo—x=wi(t;), xi1 = wa(ti,t)), i=1,10 .
r Volterra kernels moments
bounds of class 1 ..
09 ~ — — bounds of class 2 The training sample creates on base of four
bounds of cl.
sl ounds olciass 2 Volterra kernels moments (5) of Volterra
o kernels of first order (feature set M;) and
o 0.7 . .
T , diagonal sections of Volterra kernels of the
£0er second order (feature set M»).
o .
305t The best results of features sets selection
2 ol are shown in a tabular mode (Table 1) and in a
2ol chart mode (Fig. 3).
02t 1. Averaged values of TRP for features sets Vi,
o1t ) Vo, My, M.
0 . = ‘ FEATURES SET | INFORMATIVE FEATURES TRP
0 0.005 0.01 0.015 0.02
sor Time, t Vi X1, X2, X3, X4 0,993
= bounds of class 1
% 45 — — — bounds of class 2 Ml X1, X2, X3 07994
S bounds of class 3
g SRR vV, X1, X2, X3, X4 1,0
Q
g M2 X1, X2, X3 170
3
= 1,00
3
5
s
£ 0,99
Q
(_"‘D o
g &
S =
2 0,98
2
0,97
Fig. 2. Volterra kernels of first order w, (f) and Vi M, v, M,

the diagonal section of Volterra kernels of
second order wy(t,f) for =&, &1,39,, 5~1,65,

Discrete values of Volterra kernels

The training sample creates on base of ten
discrete values (with uniform step on interval
(0, 7], where T — simulation time) of Volterra
kernels of first order (feature set V;) and

Diagnostic features sets

Fig. 3. Averaged values of TRP for features sets
Vi, Vo, M, M

The most informative moments correspond

to order =0, 1, 2. For the set M; there are

x,,, = u'"; for the set My there are x,,, = u'*;
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for the set Mj ;= M;UM, there are x,,, = p'”,

)
Xppg = Wy

The most informative description of motor’s
states gives the feature set V.

5. Stability of  features
informativeness to estimation
Volterra kernels

It was analyzed a  stability of
informativeness for features sets Vi, V,, M,
M,. It was created 4 training sample on base of
noisy Volterra kernels of first order and
diagonal sections of Volterra kernels of the
second order with noise rate (Fig. 4)
accordingly 1 %, 3 %, 5 %, 10 % of Volterra
kernels extremum. The best results of stability
analysis are shown in Table 2 and Fig. 5.

space
of noisy

bounds of class 1
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The diagonal section of Volterra kernels of second order

o

0.005 0.01
Time, t

o

Fig. 4. Volterra kernels of first order w(¢) and
the diagonal section of Volterra kernels of
second order wy(t, 1) for =6, &~1,369,, 51,606,
at noise acting
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The most noise immunity features sets are
received on the base of diagonal sections of
Volterra kernels of the second order (V,, Mj).
Herewith, features set M, unlike V, save
stability as on small as on big noise rates.

However, the TRP decrease even in
features set M, with increasing noise rate may
become critical, so that the features set will not
be suitable for use in conditions of noise.

2. Averaged values of TRP for features sets Vi,
Vi, My, My, Vi, M) at different noise rates of
Volterra kernels sections

Features| Informative Noise rate, %
sets features ol 113715710
Vi X1, X2, X3, X4 |0,993]0,981/|0,936/0,885|0,825
M, X1, X X3 |0,994]0,988| 0,98 [0,954(0,927
Vy | x5, x,x3,% | 10| 1,0 [0,998/0,983(0,979
M, X1, X2, X3 1,0 10,998(0,997(0,996|0,995
Vio | X1, X4 X6 X15 | 1,0 | 1,0 | 1,0 [0,998]0,998
Vio |1 X, X0, x17 ¥ 1,0 0,966/ 0,93 [0,906|0,828
M]yz X1, X3, X5, X 1,0 1,0 1,0 1,0 0,998
1 — — —
0,95 - -
o
@ 09 - .
4
~
m Vv,
085 — OV, -
0V,
og . M1 ‘ ‘ ‘ I
0% 1% 3% 5% 10%
Noize rate
1. _ _ — _
0,95 - ’7 -
o
@ 09 - -
4
4 |
M,
0,85 +— O M, -
oM,,
o8 | M1 ‘ . ‘
0% 1% 3% 5% 10%
Noize rate

Fig. 5. Informativeness for features sets Vy, Vo,
M, My, V|2, M|, under the influence of noise
for Volterra kernels estimations
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For noise immunity solution in this case we
consider a sets, combining a features on the
basis of discrete values of Volterra kernels of
first order (V) and diagonal sections of Volterra
kernels of the second order (V) V=V UV,.
Similarly we consider a features set, combining
a features on the basis of Volterra kernels
moments of Volterra kernels of first order (M)
and diagonal sections of Volterra kernels of the
second order (My) M; = M;UM,.

The best results of stability analysis for the
features sets Vi, and M, also are shown in
Table 2 and Fig. 5. The both features sets Vi,
and M;, have better noise immunity than
features sets Vi, Vo, M|, M,. The features set
M, have the belter noise immunity over Vi,
on a high noise rate.

According to the data in Table 2 the
functions of TRP deviation depending on noise
rates are build (Fig. 6). Graph clearly
demonstrates the change reliability of diagnosis
at different noise rates for considered diagnostic
features sets.

[ ] 7
0,16 +— Vi
B M,
0,12 av,
oM,
0,08 +— 0OV,
oM,
0,04 I
0

0%

Deviation of TRP

N0|ze rate
Fig. 6. TRP deviation for features sets Vi, V,,
M, My, Vi, M| > under the influence of noise
for Volterra kernels estimations

Each features set in the conditions of noise
absence usually has several best solutions
(combinations of features), or several solutions
that are in the neighborhood of best solution.

In this case, when the noise acts the some
solutions remain quite reliable (in terms of
diagnostics quality), while others lose in
diagnostic quality.

As an example, in Table 2 for the features
set V5 it is given a combination of features {x,
X2, X10, X17}*. At zero-noise rate it provides
maximum diagnostic quality. But when the
noise rate increases the diagnostics quality of
the  features combination is  reduced
considerably (Fig. 7).

No. 23(99), 2016 146 — 153
1 -
0,95 -
o
o ,
I 0,9
s
0,85 +— BV, {14614
O Vi, {1.2.1017}*
s M1 W1 |
0% 1% 3% 5% 10%

Noize rate
Fig. 7. Informativeness for different
combinations of features set V;, under the
influence of noise

6. Conclusion. In this work the method of
building an intelligent computing system for
diagnostics of nonlinear dynamic objects is
offered. The method founds on using integro—
power Volterra series as object’s models. On
base of such models the diagnostic features
space builds. There are discrete values of
Volterra kernels of first order and diagonal
sections of Volterra kernels of the second orders
as well as moments of Volterra kernels.

Estimations of true recognition probability
of object’s states on base of taken diagnostic
features sets received using maximum
likelihood estimation method.

Volterra kernels sections of second order
give more information about diagnostic object
than Volterra kernels of first order. It is shown a
possibility and advantages to use diagnostic
model of object as a union of Volterra kernels of
first and second orders. These models provide
the highest information about diagnostic object.

The highest informativeness and noise
immunity is reached by union of moments of
Volterra kernels of the first order and Volterra
kernels diagonal sections of the second order.

Each features set in the conditions of noise
absence usually has several best solutions
(combinations of features), or several solutions
that are in the neighborhood of best solution.

The selection of the best features sets
should be carried out taking into account the
changes of the diagnostic quality at the noise
action.

The results of numerical experiments with
switched reluctance motor allow making a
conclusion about high efficiency of
nonparametric dynamic models on base of
integro—power Volterra series. The features set
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on base of Volterra kernels moments is most
preferred when intelligent computing system for
diagnostics of complex nonlinear dynamic
objects builds.
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