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Abstract—The article describes and proves the necessary and sufficient conditions for optimality of
information robot’s branching path with branching profile containing the central and lateral branches
without interaction of subsystems after separation. The formulated conditions make it possible to
determine the optimal coordinates and instants of the branching time of the trajectory, as well as the
optimal controls and trajectories of the components of the information robot to the specified purposes
along the hotel branches of the trajectory after they are separated from the carrier. The practical
importance of the obtained conditions lies in the fact that it is possible to develop on its base the
computational procedures for on-line calculation of optimal branching paths of such compound

dynamical systems.

Index Terms—Compound dynamic system; optimal control; branching path.

I. INTRODUCTION

At the present time the problems of preventing
and eliminating natural and technogeneous
emergencies become more critical and actual.

Creation of an information robot (IR) based on
unmanned aerial vehicle (UAV) is one of the
promising tendencies for development of systems
intended to eliminate consequences of emergency
situations, as well as to provide information and
telecommunications support for search and rescue
operations.

Information robot is a compound dynamic system
(CDS) [1], [3], its elements are: a basic UAV (UAV-
carrier); a group of various mobile UAVs (drones)
interconnected by a common information and
telecommunications network.

The basic UAV is used as an airplane for drones
delivery and primary deployment in studied
(investigated) area; to collect, accumulate,
preprocess on-line data received from the drones;
and to retransmit real-time received data to a
command control post.

Depending on the tasks to be performed, the
following scenarios of drones dropping can be
provided:

— drones dropping at specified point with
subsequent return to the basic UAV or other

platform;

— drones dropping at specified point with
subsequent grouping for data exchange and
synchronization;

— drones dropping at specified point without
subsequent return.

Depending on built-in scenario, separate drones
can operate as independent repeaters or data storage

devices, as well as a network of interacting nodes,
and can be used as a repeater for other drones.

The advantage of using the proposed IR for
monitoring potential dangerous areas, capable to
transmit real-time condition information to the
relevant government authorities for making
operational and adequate actions, is obvious since it
can replace aircraft and helicopters during
operations related to hazard to crew members lives

II. PROBLEM STATEMENT

When using the IR, the actual problem, related to
the optimal control of its components while they
move toward specified targets, arises.

The paths of such CDS in modern scientific
literature have been called as ‘branching’ [2], since
they consist of sections of joint movement of
constituent parts and areas of its individual
movement to the target along separate branches of
the path.

To ensure continuous monitoring of the areas
under emergency, it is necessary to arrange the
drones optimally in respect to covering the
monitored zone, as well as the uninterrupted
transmission of on-line data to the base UAV.

It will depend on the optimal choice oa
coordinates and dropping time of drones, as well
optimal motion of the base UAV to the dropping
point and optimal motion of drones to the target
along path branches after their dropping.

The task of IR optimal control will be to find the
optimal control vector that minimizes energy
consumption for control, provides the maximum
coverage of monitored area and uninterrupted
transmission of information about its condition.
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The purpose of this article is to determine the
necessary and sufficient conditions for optimality of
information robot’s branching path with branching
profile containing the central and lateral branches
without interaction of subsystems after separation.

III. METHOD OF DYNAMIC PROGRAMMING
FOR INFORMATION ROBOT’S BRANCHING
PATH OPTIMIZATION

We consider as an example the motion of a
hypothetical IR with the path branching profile
containing the central and lateral branches without
the interaction of the elements after separation.

Assume that & subgroups of various drones (in

k
sum, there will be subgroups Zri, i.e. in each
i=1

subgroup r drones) are on board the basic UAV.

101
Completed IR starts from the point
(12(t,):1)€ Oy (M)
During flight at points
(x(6).1:)€0; (ti_] <t i:I,_k) )

from the base UAV k times 7, sub-groups of drones

are separated (Fig. 1), which move to the final points
where they are stopped.

(,x)0)€Q, (i=Lk.j=Lr). @)

where r is the quantity of drones in i subgroup; i is

the subgroup index =1k, j is the index of drone
related to subgroup 7.
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Fig. 1. The branching profile of the IR’s motion

Dynamics of completed IR motion is described
by equations

pX =5 f (pXpust), LE[15.1] 4)
gXEE" BueE""‘,
(B=i, B =i—1p=4j, B =i i=Lk; j=1r),
on which the restrictions are applied [3]
(ﬁx(t),ﬁu(t)) € Gy (1), (5)

where gx,gu is the phase vector related to the class

of piecewise smooth functions and control vector
related to the class of piecewise continuous
functions, corresponding [ th time interval between
structural transformations of the IR, dimension =

and mg; G is the bounded set of space EHmﬁ;

tﬁ*,tﬁ are moments of start and end of drones

motion along the considered path branch,
= = 1 < <
pu(?) = gu(t +0) Tli?gou(t), ty St<1y.
At the moments of drones separation for all

phase coordinates, the following conditions must be
satisfied [4]

x,(4,) = x, (1) =0, (i::l,k; j (6)

X(t)—x.,)=0, (=Lk=1). (7)

In addition to the nth coordinate, describing the
change in IR’s mass, for which the following
relationships must be satisfied [4]

% () = 1%, (8) = x, (),

(i=Lk—-1,g=1n-1),

X (6= X, () (g=1n-1),

X, (1) = i+]xn(ti)+iijxn(ti) (i = lak_l)a
=1

k'xn(tk)zilg‘xn(tk)‘ )]

Control u,(), phase coordinates x, (%), X; (¢3)s
points of time £),% B=iij;i=Lk;j=1r)

should be choosen in such a way as to minimize the
criterion [4]
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I=I(t0,ti...,tk; By s 1 X(8)s 1 X(8)onns X (8,

Xy g X8, )5 X0y u(); ey X0, ul),
1 X0 u (), s K, x(+), T u()) = ili + ilij — inf,
)

s
where 1, = Sy, x(t,),1,) + [ @y (,x, yu, 1)t

Lo
p

(B=ip =i—1 p=ij.p" =i i=1k j=Lr)

Criterion of optimality (9) corresponds to
Boltza’s form, where function S;() physically

reflects the requirements for values of the
coordinates of the IR elements motion at the
moments of start and end, as well as for values of
time points themselves.

The criterion integral terms express the
requirements for IR elements character of motion
along the corresponding path branches. The
interference of elements in time interval [tﬁ*,tﬁ] is

1

o

reflected in equation of its motion (4) and in

particular integral criteria /;, [;; .

Thus, the problem of IR optimal control is to
search for optimal controls and paths of subsystems
motion along the sections of discontinuous trajectory
that minimize criterion (9), as well to find the
optimal time instants and phase coordinates when
and where the structural transformations of IR occur
(see Fig. 1).

The method of dynamic programming allows us to
solve this task in the following formulation [6], [7].

We denote by A(,x, Loty ) the set of all controls

gu(') [tpmtp]
conditions (5) and such that the path of system (4) is
also defined on interval [tﬁ* ,43].  Suppose that

defined on interval satisfying

A(px, t,t)= 2.

The process | x(t), ju(t), ,x(¢), Lu(t),....; x(t),
cu(0) s 1 xX(@) 5 qu(t) ey g X(0) 5 g, u() is called an
admissible process of problem (1) — (9) if the
functions (x(¢), qu(t), B=1i14; i=Lk; j=1Lr),

are defined on some interval [tﬁ*,tﬁ] , where 1,
() 1y px(t) B=i.ij;i =1k j=1r) satisty
inclusions (1) — (3), zu(-) € A(;yx, fosty )5 x() is the

path of system (4).
According to Bellman’s optimality principle, an
admissible process is a solution of the task (1) — (9),

i.e. optimal process [7], if the following condition is
complied

A

I:I(to,t,...,tk;t,,,...,tkrk;

13260): 132(51 ) k')%(fk )s 1132611)---: kn ')e(fkr, );
132(')9 112(');---9 k')%(')ﬂ kﬁ(')ﬂ 1112(')9---9 kr, fc(), kr,ﬁ())

= inf ..
15120 )0y
inf inf
Crge XClpg Wl YEQpy, (u)EA(; x(19)stg51y)
inf

m
CeuVEA X (U Dot ot ) i (DEA( x(4):4,41)

)I(to,t,,...,tk;t”,...,t,q, ;

inf inf ..
x50 (1x(h):41)€0)

inf
Crge wCIEA e X sty sl

1 X(80)s 1 X1 ),y 1 X8 )5 1y X (0, s k. x(tkr,\, )
1 XC)5 U ()sees X0, ul);
1 X0, (), s o X()s kr,u()) =1

We formulate the necessary optimality conditions
of a branching path along which the IR moves (see
Fig. 1).

For the optimality of admissible process of task
(1) — (9) it is necessary and sufficient that the
functions exist ¥ (;x(1),7), te[tﬁ* ,4;] and they:

k

1) have piecewise-continuous partial derivatives
and satisfy the equations [7]
av,
P inf [d)ﬁ(ﬁx,ﬁu,t)
ot (pXspU)EW; (1)

T (10)
+ gﬁ] [Sf([jx: pu:t)
pX x
everywhere on the line [tﬁ*,tﬁ] B=ip =i—1,
B=1i,p"=i; i=Lk; j=Lr), where these
derivatives exist;
2) are connected by boundary conditions
i (ijx(tij)’ tij) =% (yX(ty)’ tij) (5017 )€05 7 (I
Vi(x(t).t,) {ZKJ(,}x(n), )
(12)

HLOV (1 x(@)1) + 5,030 ]

Li=Lk—1,
0, i =k,
3) satisfy relations (8) and condition

where {(i) = {
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I= inf .. inf . inf
Gx(1)t0)eQy  (rx()t )0k Chog X (Lt Wiy, YE Qs

Let us prove the validity of formulated optimality
conditions (10) — (13).
We represent equation (4) in the block form

0 if(])<i'x(])’ iu(l),t)

-(2) (2) (2) (2)
i‘k = fx = lf <1x Iu ) (14)

- (1) 7 r r
X SO (2, u, )

[V](]x(to), o3 X(), 15 X )3 15 1y X)), s e X8, )0, )] (13)

D =, fO(,x9, u'”, ) is the equation of type
(4); i=Lk; j:rri, k is the number of subgroups
of drones on board the base UAV in the interval
[tﬁ*,tﬁ].

When it is considered that @, (,.X, U,1)=

=Z(Df.j)(l.x(j), 4, t) [1] equation (10) will have
=

the following form [7]

: ; m
where xV€E", uYcE", t. <t<t,
_aVi - inf iH(n( XD D, f)=z H H(”( XD DO t)
ot (,.x‘”r>,,.u‘”r>)ew‘”r>(f)j=] i i i 5 > j=](,.x‘”,,.u‘”)eW‘”(t) i i 5 5 >

where

b

()
Lat

_NCAD( 2D ) A 20 L)
_zHij (ixj e ’iu(ixj . ’t))
=

)

i

Hi(]) _ (Df_])(ix(ﬂ’ iu(J)’ t)—i— iZ(J) if(])<ix(1), iu(j),t),

i

7D _leh [ 2 s 2D D) (2D A (2D D)
Hi(]) —[(D,(-j)( 20 ’iu(J (ix(J ,iZ(J ,t),t)—i— iZ(J if(j (ix(J LY (ix(J ’iZ(J ’t)’t)H ,

w9 (xV(1),¢) is the cross-section W7 (r) for
each fixed x(r); W (t) is the projection
W (t) onto n-dimensional Euclidean space with
elements ,x" =(,x,...,,x) for which we can

write 2¢g vector canonical equations [6]:

oH
B (15)

. 7 ()
) = 6Hi - (/)
i Q.07 i
Z

,-f(j) =,-f(j) (,.)2(”, iﬁ(”,t),

A9 (,39,,29,¢) is determined from relation

oH .
=0, if ;4" is an interior point of the region
o,u
w9 x(t),t) and
,u 1
n' .
relation ——=0, if ;4" is a member of the
.z

1

boundary of this region.

Note that

iﬁ(j) = ﬁ(j)(i)e(j)(t),t) from

We will seek ¥, (,x"(2),..., ,x"”(¢),t) in the form
of

V(X0 @)s X7 (0),8) =V (2 (0),2) . (16)

T

Jj=

i
R

i 2

)]

Then .zY) = o,
! o _x(j)

1

and from equations (15), (16)

we follow to Hamilton—Jacobi equation [6]

oV e
_ az chl(_])(ix(J)’ iu(j),t)
t

AT
oV o
+[ i if(]) (ix(J), iu(j),t),

)
0,x

and then, to Bellman equation

)
o,
ot

— inf [CID(.“(,.x(”,,.u(”,t)

(,.x(”,,.u‘”)em“)(t)
\T
8[/_(]) ) ) )
D () 5 ()
+ 8 l(j) if (xi aui >t)
ix ()

Due to mutual independence of IR components
motion after separation, it is possible to argue that
Bellman function ¥/’ (,x"(f),¢) is continuous on

the entire path of jth subgroups motion.
Between time of separation and end of motion of
the jth subgroup, the Bellman function has
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O. M. Tayunina. MeToa AMHAMIYHOIO NPOrpamMyBaHHA JIsl ONTHMi3alil po3rajayKeHoi TpPaekTopii pyxy
indopmaniiinoro po6ora

VY crarTi cpopMyaBOBaHO i JIOBEIEHO HEOOXiMHI Ta JOCTaTHI YMOBH ONTHMAJBHOCTI PO3Tally)KEHOi TPAEKTOpii pyxy
iH(opMaIliFfHOr0 poboTa 31 CXEMOKO PO3TATY)KCHHS TPAEKTOPIil, IO MICTHTh IIEHTPAIBHY i OiYHI T'iKH Oe3 B3aeMomii
migcucreM micnst noginy. ChopMmynboBaHi yMOBHU JI03BOJISIOTh BU3HAYUTH ONTUMAIIbHI KOOPIUHATH 1 MOMEHTH 4acy
PO3Taly’)KEeHHSI TPAEKTOPIi, @ TAKOXK ONTUMAJIBHI YIIPABJIIHHS 1 TPAEKTOPII pyXy CKIIaIeHUX €IEMEHTIB 1HQOopMaIliHHOTO
poboTta 10 3amaHuX IJIeH MO OKPEeMUM TiJKaM TpaekTopii micis iX BimAuieHHs Bix Hocis. [IpakTndHa 3HaYMMICTh
OTPUMaHUX YMOB IOJSITA€ B TOMY, IO Ha IX OCHOBI MOXIMBO PO3POOJISATH OOYMCIIOBAIBHI TMPOLEAYPH IS
OIIEPAaTHBHOT'O PO3PaXyHKY ONTHMAIBHUX PO3Tally’)KEHHX TPAEKTOPIH TaKOro poay CKJIaJIleHuX AUHAMIYHUX CHCTEM.
Karou4ogi ciioBa: ckiajieHa TMHaMiYHa CUCTEMa; OITUMAaJIbHE KEPYBAHHS; PO3TATY)KEHA TPAEKTOPISI.

Tauunina Onena MukosaiBHa. Kanauaar TexHiYHUX HayK. JomeHT.
Kadenpa aBromatusarii Ta eneproMmeHepKkMenTy, HarioHansHui aBiatiiinuii yHiBepeuter, Kuis, Ykpaina.
Ocsirta: KuiBcbkuit MbkHapoqHUI yHIBEpCUTET LIMBLIBHOI aBianii, KuiB, Ykpaina, (1999).
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Hanpsmku HayKoBOI AisUTBHOCTI: METO/IM ONTHMALHOTO KEPYBaHHS CKIaCHUMH INHAMIYHUMH CHCTEMAaMH.
Kinpkicts myoOmikarii: 85.
E-mail: tachinina@mail.ru

E. H. Taunanna. MeToq AMHAMHMYECKOr0 MPOrpPaAaMMHPOBAHUS JISl ONTHMH3AIMU BeTBALICHCH TPaeKTOPHH
JABUKeHHs] HHGOPMAIIMOHHOIr0 podoTa

B cratbe cdopMyiaupoBaHBI M J0OKa3aHbl HEOOXOAMMBIE M JOCTATOYHBIC YCIOBHUS ONTHMAaJIbHOCTH BETBSILICHCS
TPAEKTOPUH JBIKEHUST MH(OPMAIMOHHOTO POOOTa CO CXEMOW BETBIICHHUSI TPAEKTOPHH, COJEpIKalleil LEHTPaIbHYI0 U
OokoBble BETBH O€3 B3aUMOIEHCTBUA IMOJACHCTEeM Iiocie paspeneHus. CQopMyaupoBaHHBIE YCIOBHS IO3BOJIAIOT
OTpENeNIUTh ONTUMAaJIbHBIE KOOPIMHATHI M MOMEHTHl BPEMEHHM BETBJICHHS TPACKTOPUH, a TaKXKe ONTHMAJIbHBIE
YIIPaBJICHUS W TPAEKTOPHU [BIDKEHUS COCTABHBIX 3JIEMEHTOB WH(OPMAIMOHHOrO po0oTa K 3aJaHHBIM IENSIM I10
OTJENIBHBIM BETBAM TPACKTOPUH IOCTE MX OTHAENEHUs oT Hocutems. IIpakTuueckas 3HAUUMOCTD IONTYYEHHBIX YCIOBUMN
COCTOHT B TOM, YTO Ha MX OCHOBE BO3MO)KHO Pa3pabaThIBATh BHIYUCIHUTEIBHBIE TPOIEAYPHI ISl ONIEPATUBHOTO pacyera
ONTUMAJIBHBIX BETBALIUXCS TPAEKTOPUI TAKOTO POAA COCTABHBIX TUHAMUYECKUX CHCTEM.
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