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Approach to the development of management solutions using the cluster analysis can
qualitatively improve the management system by moving objects through the adequate response to
the impact of the key factors influencing the characteristics of physical objects.

The aim is to attempt to solve the problem of identifying key factors and physical signs of
moving physical objects needed to make appropriate management decisions by using cluster
analysis.

The article defines the types of clustering algorithms; the system of information parameters
directly or indirectly characterizing the analyzed characteristics is emphasized, hierarchical and
non-hierarchical cluster analysis methods are considered.

The research finding is the construction of tree diagram using the program STATISTICA 8,
which gives the idea of possible clusters’ number combining physical indicators under the dynamic
changes of moving objects.

The advantage of cluster analysis usage is the use of factors relating to both internal and
external environments of the physical properties’ interaction of moving objects.
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Introduction. Characteristics describing properties of the moving physical objects are
measured in different scales and dimensions. Although they have differences they are interrelated
and interdependent due to they characterize the condition of the system in general. The solution of
the problem of structuring of the properties of the moving physical objects in general comes down
to clustering in n-dimensional space.

Under the conditions of moving physical objects characteristics of dynamic changes of their
properties become ambiguous and inhomogeneous. It makes oneself evident in fact that arising
conditions characterized by changes of their properties have occasionally become totally new. This
fact makes a request to improve efficiency of the managerial decisions on a prediction of
characteristics of the travelling physical objects and their structuring. Since existing methods of the
estimation of the fact impact are not always satisfied the changing conditions it is difficult to find
out the characteristics impact and determine key among them. For that matter there has been a
methodical problem of acceptance of the managerial decisions based on the key figures and
structuring facts in making an assessment of the condition of the travelling objects.

Analysis of the articles concerning this issue shows that efficient functioning of the moving
objects demands understanding of different interrelations between factors that influence on value
and results of the system’s functioning in general The cluster analysis is considered to be very
useful for these purposes. Theoretical methodological aspects of the application of the cluster
analysis are widely presented in the scientific publications (1-4).However the issues of application
opportunities of cluster analysis methods in studies of phenomena and processes in dynamics
haven’t still found deep observation.

The aim of the research paper is an attempt to solve problems of determination of key factors
and physical features of the travelling objects that are necessary for making adequate decisions via
the application of the clustering procedure.
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Presentation of the basic material

Cluster analysis belongs to the class of multivariable methods intended for formation relative
Relatively remote groups of homogeneous objects based on measured characteristics and allow to
classify multivariate observations each of which is described by set of output variables
X1,X2,X3,.....xm. It can be used either for analysis of the structure in data characterizing phenomena
and processes according to the correlation matrix or for analysis of objects and subjects by levels
which are described with equitable attributes. The main advantage of clustering is the data
compression ability.

The task of cluster analysis is that on the ground of data contained in X to split up a set of
objects G into m clusters Q1,Q2,Qm such as each object G; will belong to only one subset and that
objects in the same group will be similar. The tree structured method is the most widespread to form
clusters whereby distances between objects in multidimensional space are determined by squared
Euclidian distances. Ward’s method [5] can be used for evaluation distances between clusters which
applies analysis-of-variance procedures that minimizes sum of squares at each step of clustering.
However the method minimizes sum of squares so it can be applied only for small-sized clusters
and data sets.

In cases where the number of clusters “K” is known the K-means clustering is used. The
purpose of this is to form the “K” clusters that are located father apart from each other. This
method is considered to be a variant of analysis of variance pointing on minimization of location of
elements inside cluster and maximization distances between clusters. In this approach the objects
move from one cluster to others to get significant result.

Different clustering algorithms can be divided into following models:

Distribution-based clustering;

Density-based clustering;

Hierarchical clustering;

Lattice clustering.
As far as the aim of the paper is structuring the characteristics of moving physical objects it is
necessary to highlight the system of informative parameters. Initially-formed a set of characteristics
is modified with the help of the removal operator of less informative key parameters. The sets of
objects determined by cluster analysis can be interpreted as quality variable at the heart of which is
lied a qualitative variable. This variable is fixed from observations and establish hypothesis under
the number of clusters.

Euclidian distance matrix represents similarity and difference of physical exponents under
dynamic changes of moving physical objects. The smaller this value is the higher degree of
similarities of exponents and combinations in cluster. And conversely the larger value is the bigger
difference between physical exponents on dynamic changes of moving objects.

Methods of cluster analysis can be divided into two groups: hierarchical and non-hierarchical.
The point of hierarchical methods is to successively merge smaller clusters into bigger or to split
bigger clusters into smaller. Agglomerative and divisive approaches are used for these purposes.

Agglomerative hierarchical methods are characterized by successfully merger of initial data
and diminution of clusters. At the first step similar items are merged into one cluster. At later steps
the merger should be continued until all items are clustered into a single cluster.

Hierarchical method was chosen to build clustering algorithm of structuring logical
characteristics of moving physical objects. Thereby there was a goal that items from the same
Cluster were similar in other words there was performed minimization of distances while items from
another cluster had to be efficiently different in other words the distance between clusters was
maximum.

The hierarchical process of merger is presented in dendrograms.An example of dendrogram is
shown in Fig.1.
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Fig.1. Hierarchical clustering dendrogram: a). initial point position;
b). Single-link clustering dendrogram..

A graph algorithm of clustering was based on the construction of the minimal spanning tree
joined all points. There were eliminated the biggest edges from a graph after its construction. The

remaining components would be clusters (Fig.2.).

Fig.2. Minimal spannling tree and two clusters formed after elimination
of the biggest edge.

The cluster analysis algorithm developed due to these positions is shown in Fig.3.

The usage of agglomerative hierarchical clustering for creation of an internal image of the
system with maximum information about data density will allow to solve hard tasks in
determination of key factors of moving objects.

The result of the research was the building of dendrogram with the help of STATISTICA 8
which gives an idea of number of clusters that merge physical characteristics under the dynamic
changes of moving objects. It was chosen distance, speed and speedup of moving objects in a
dynamic medium, motion drag and hydraulic and dynamic pressure as analyze characteristics.

Presence of abrupt jump of average data and changes of the dynamic factors can be
interpreted as the number of clusters that exist in an investigated merge so at the step where value of
a coefficient increases abruptly the grouping process of new clusters ought to be stopped otherwise
there will be merged clusters that are far away from each other.

Presence of abrupt jump of average data and changes of the dynamic factors can be
interpreted as the number of clusters that exist in an investigated merge so at the step where value of
a coefficient increases abruptly the grouping process of new clusters ought to be stopped otherwise
there will be merged clusters that are far away from each other.

Obtained results of the cluster analysis permit to range physical values under the dynamic
changes of moving objects on the one hand in order of reliance on the other hand in order of
efficiency. It should be emphasized that measures of efficiency characterize tactic development
providing an opportunity of operable influence on proceeding process. Degree of reliability reduces
passing from one cluster to other. Data of the firs cluster is considered to be the most reliable.
According to efficiency of values of dynamic displacement the most efficient it is considered to be
the final cluster merging the groups of similar physical values with common properties.
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Fig.3. Algorithm of agglomerative hierarchical clustering of moving physical objects.



http://www.multitran.ru/c/m.exe?t=3478172_1_2&s1=%E4%E0%E4%E8%EC%20%EE%E1%EE%F1%ED%EE%E2%E0%ED%E8%E5

ISSN 1998-6939. IHc¢hopmauinHi TexHonorii B ocBiTi. 2014. Ne 18

Tree Diagram for 11 Variables
Single Linkage
Euclidean distances

Var 1
Var 5

]

I
Var 2 }
Var 8

|

Var 7
New Var

Var 10
Var

Var 9 |

Var 4
Var 6

0,0 0,5 1,0 1,5 2,0 2,5 3,0 3,5 4,0 4,5

Linkage distances

Fig.4. Clustering of moving physical objective features.

Conclusion: The approach to management decision making with the help of cluster analysis
permits to improve management system of moving objects in terms of adequate reaction to
influence on key factors that affect characteristics of physical objects.

An application of cluster analysis permits to develop management decisions on which basis
we can evaluate any strategic approaches of functioning physical objects. Besides, a choice of a
shaped alternative is based on many factors that present integral or resultant characteristics. The
main advantage of cluster analysis is in its using of factors relative to either internal or external
mutual interference of physical properties of moving objects.

Informative representation usage of data density combined with the Euclidian distance matrix
and minimization of the sum of squares at each step of clustering greatly improves its quality.
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Xepconcpknii ¢ iznko-rexniunmii jginei npu XHTY 1a THY

3ACTOCYBAHHSI AJITOPUTMY IEPAPXIYHOI KJIACTEPM3AII  JIJISA
CTPYKTYPHUX XAPAKTEPUCTUK PYXOMUX PI3UYHUX OB'EKTIB

[Tinxin 10 po3poOKH YNPaBIIHCHKUX PIlIEHb 3a JIOTIOMOTOK0 KIACTEPHOTO aHaBy JI03BOJISIE
SKICHO TIONIMIIMTA CUCTEMYy VIPaBIHHS O00'€KTaMH, MO0 TEPEMIIyIOThCS 32 JIOTIOMOTOIO
aJIeKBaTHOTO pearyBaHHs Ha BIUIMB KIIOYOBUX (PAKTOpPIB, sKi BIUIMBAIOTh HA XapaKTePUCTHKU
GBUYHUX 00'€KTIB.

Metoro poboTH € crnpoba BUpPIIEHHS MPOOJIeMH BH3HAYCHHS KIOYOBUX (PAKTOPIB 1
GBUYHUX 03HAK (PBUYHMX OO'€KTIB, IO MEPEMITAIOTHCSA, HEOOXITHUX JJIs IPUHHATTS aJeKBAaTHUX
YIPaBJIHCHKUX PIllleHb IIUISIXOM BUKOPHCTAHHS KIACTEPHOTO aHANBY.

VY craTTi BU3HAYEHO THUIM aJTOPUTMIB KJIacTepu3allil, BUAUIEHO CUCTEMY HQPOPMaTHBHUX
napamMeTpiB, MO HpsSMO ab0 MOOMHO XapaKTepU3yIOTh AaHAIBOBAHI XapaKT€pPUCTUKU, PO3MISHYTO
iepapxidHi Ta HelepapXiyHi METOAM KIACTEPHOTO aHaJBYy.

Pesynbrarom nmocmimkeHnp crtama moOymgoBa 3a momomoroto mporpamu STATISTICA 8
JIEPEBOBUIHOI JlarpaMu, sKa Ja€ YSBJIEHHS NP0 KUIBKICTh MOXKJIMBUX KIAcTepiB, IO 00'€JHYIOTbH
¢BUYHI TOKa3HUKU MPU IUHAMIYHHUX 3MIHAX PYyXOMHUX 00'€KTIB.

[lepeBara BWKOpHUCTaHHS KIACTEPHOTO aHAJIBY IOJATA€ y BUKOPHCTaHHI (PaKTOpIB, IIO
BIIHOCSATBCS SIK JIO BHYTPIIHBOTO, TaK 1 0 30BHIIHBOTO CEPENOBHUINA B3aEMOJi (BUYHUX
BIJIACTUBOCTEH PYXOMHX 00'€KTIB.

Kuarw4oBgi ciioBa: knacrepuuit ananiz, 00'extu, mo nepemimarotees, STATISTICA 8.

babenko H.U.

Xepconckuiip uzuko-rexunueckuit juneit npu XHTY u JHY

NPUMEHEHUE AJTOPUTMA WEPAPXUYECKOM KJACTEPU3ALIUUA JIJIs
CTPYKTYPHBIX  XAPAKTEPUCTHUK MNEPEM EHIAIOLINUXCSA OUBNYECKUX
OBBEKTOB

[Togxon k pa3paboTKe yHIpaBJIEHYECKUX pPELIICHUH C TOMOIIBI0 KIACTEPHOTO aHallM3a
MO3BOJISIET KAYECTBEHHO YIYYIIMTh CHCTEMY YIPaBIEHUS TMEpeMEIAIoMMUCT 00beKTaMu
MIOCPE/ICTBOM aJIeKBATHOTO pearupoBaHMs Ha BJIMSIHHME KIIOYEBBIX (AKTOPOB, BO3AEHCTBYIOUIMX Ha
XapaKTepUCTUKU (PU3MYECKUX OOBEKTOB.

Lenbio paboTHI SIBJISIETCS MOMBITKA PELIEHUs TPOOJIEMBI OMPEEIIEHUSI KIIOUEBbIX (AKTOPOB
U (pU3MYECKUX MPU3HAKOB MepeMelRoNMXcs (PU3MUIeCKUX 00bEKTOB, HEOOXOIUMBIX JUIS MPUHATUS
a/ICKBATHBIX YIIPABJIEHYECKUX PEIICHUI IIyTEM HCIIO0Ib30BaHUs KIACTEPHOIO aHAIU3A.

B craree omnpeneneHO TUIIBI AITOPUTMOB  KIACTEPU3ALMU, BBIJEICHO CHUCTEMY
MH(OPMAaTUBHBIX [apaMeTpoB, HPSMO MJIM KOCBEHHO XapaKTEepU3UPYIOIMX aHAJIU3UpyeMble
XapaKTEepUCTUKH, PACCMOTPEHO HEPApXUUYECKUE U HEHEePapXHUUECKUE METO/bl KIACTEPHOIO
aHaJu3a.

Pe3ynprarom nccienoBaHuM SBHIIOCH TOCTpoeHHUE ¢ moMolpbio porpamMmmel STATISTICA 8
JPEBOBUJHON JIUarpaMMbl, KOTOpasl JaeT MPEACTaBIEHUsI O KOJIMYECTBE BO3MOXKHBIX KIACTEPOB,
OOBbEMHAIONMX (U3MYECKUE IOKa3aTelnu MpH JUHAMMYECKMX H3MEHEHMSIX MepeMellatonpXcs
OOBEKTOB.

[IpenmyliecTBO HCIONB30BAHUS KIACTEPHOTO aHalIM3a 3aKI0YaeTcs B HCIOJIb30BAaHUU
($akTOpoB, OTHOCANMXCA KaK K BHYTpPEHHEH, Tak M K BHEIHEW cpenaM B3auMOJEHCTBUS
(U3NYECKUX CBOMCTB MEPEMEIAIONIMXCS 0OBEKTOB.

KarwueBble cioBa: KiacTepHblid ananm3, nepememaronmecs: o0bekTsl, STATISTICA 8.
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