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The study of the basicity of systems of functions, as a rule, is based on the
study of some properties of linear operators. The studying of the so-called class of
quasi-exponentials, which provoked special interest, was started by B.S. Pavlov [1]
and then developed and continued by S.V. Hruščev, N.K. Nikolsky, B.S. Pavlov
[2]. An approach suggested by G.M. Gubreyev [3] is an important method of
studying problems of basicity in this realm of analysis. He succeeded in harmonic
combination of deep problems of spectral analysis of non-selfadjoint operators and
delicate analytical results of the theory of functions. This paper is a development
of the ideas of G.M. Gubreyev and V.N. Levchuk [4] by which the study of Dunkl
kernels is based on the analysis of a non-selfadjoint operator with two-dimensional
imaginary component. (The function dα(λ) = 2αΓ(α+ 1)λ−α (Jα(λ) + iJα+1(λ))
is said to be a Dunkl kernel, where Jα(λ) is a Bessel function.) In contrast
to [4], here the power dependence of the weight function is not supposed. The
paper is dedicated to the study of one class of Volterra non-dissipative operators
and to the construction of model representations for them. It turns out that
many statements from [4] are general and can be obtained for “arbitrary” weight
functions ϕ(x). In Section 1, general properties of the operator B are studied ant
its characteristic function is calculated. Calculation of this characteristic function
is based on the solution of the equation of the second order which, depending on
the choice of the weight ϕ(x), turns into a Bessel equation, a Mathieu equation,
or a Lamé equation. Similarity of the studied non-dissipative operator to the
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operator of integration in the space of quadratically summed functions on [−a, a]
is proved. In Section 2, a functional model of a non-dissipative operator in the L.
de Branges space is listed, and it is shown that in the special case, when ϕ(x) =
xν , the Dunkl kernels “coincide” with E(λ).

1. Properties of the Operator B

I. Let ϕ(x) be a real function on [−a, a] (0 < a 6∞) such that

ϕ(x) > 0 (x ∈ [0, a]) ; ϕ(−x) = (−1)νϕ(x) (ν ∈ R); ϕ ∈ C1(0, a). (1)

Define the Hilbert space

L2
ϕ(−a, a)

def
=

f(x) :

a∫
−a

|f(x)|2 |ϕ(x)| dx <∞

 . (2)

The decomposition

L2
ϕ(−a, a) = L+ ⊕ L− (3)

is true where

L±
def
=

{
f±(x) =

1

2
(f(x)± f(−x)) ; f(x) ∈ L2

ϕ(−a, a)

}
. (4)

Specify the linear operator

(Bf) (x)
def
= i

x∫
0

f−(t)dt+
i

ϕ(x)

x∫
0

f+(t)ϕ(t)dt (5)

in L2
ϕ(−a, a).

Lemma 1. If (1) takes place for ϕ(x), then the functions

F±(x, ϕ) =
1

ϕ(x)

x∫
0

f±(t)ϕ(t)dt (6)

satisfy the relations

F±(−x, ϕ) = ∓F±(x, ϕ). (7)
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The proof of the statement follows from (6) after the substitution t → −t
under the integral sign

F+(−x, ϕ) = − 1

ϕ(x)

−x∫
0

f+(t)(−1)νϕ(t)dt = −F+(x, ϕ)

in virtue of (1). For F−(x, ϕ), the proof of (7) is similar. The statement of the
lemma is true for ϕ(x) ≡ 1 (∀x ∈ (−a, a)) also.

Statement 1. Let ϕ(x) have the properties (1) and

M =

a∫
0

ϕ(x)

x∫
0

dt

ϕ(t)
dx <∞, M̃ =

a∫
0

1

ϕ(x)

x∫
0

ϕ(t)dt <∞, (8)

then the operator B (5) is bounded.

P r o o f. Relations (3), (7) imply

〈Bf, g〉 = i

〈 x∫
0

f−(t)dt, g+(x)

〉
+ i

〈
1

ϕ(x)

x∫
0

f+(t)ϕ(t)dt, g−(x)

〉
= A1 + A2.

Using the Cauchy–Bunyakovsky inequality, we obtain

|A1| 6 2

a∫
0


x∫

0

|f−(t)|2 ϕ(t)dt


1
2


x∫
0

dt

ϕ(t)


1
2

|g+(x)|ϕ(x)dx 6
√

2‖f−‖.


a∫

0

|g+(x)|2 ϕ(x)dx


1
2


a∫
0

ϕ(x)

x∫
0

dt

ϕ(t)
dx


1
2

6 ‖f−‖ ‖g+‖
√

M.

Analogously, |A2| 6 ‖f+‖ ‖g−‖
√

M̃. And since ‖f‖ > ‖f±‖, ‖g‖ > ‖g±‖, then

|〈Bf, g〉| 6
(√

M +
√

M̃
)
‖f‖ · ‖g‖,

which proves the statement.

R e m a r k 1. Conditions (8) are also necessary for the boundedness of the
operator B (5). After the partial integration, (8) implies

b =

a∫
0

ϕ(x)dx <∞, b̃ =

a∫
0

dx

ϕ(x)
<∞. (9)

Journal of Mathematical Physics, Analysis, Geometry, 2017, Vol. 13, No. 2 175



V.N. Levchuk

If one of the integrals in (8) converges and (9) takes place, then the second integral
in (8) converges also.

It is easy to see that

(B∗f) (x) = −i

 a∫
x

f−(t)dt+
1

ϕ(x)

a∫
x

f+(t)ϕ(t)dt

χ+(x)

+i

 x∫
−a

f−(t)dt+
1

ϕ(x)

x∫
−a

f+(t)ϕ(t)dt

χ−(x),

where χ±(x) are characteristic functions of the sets [0,±a]. Therefore,

(
B−B∗

i f
)

(x) =

(
a∫
0

f−(t)dt+ 1
ϕ(x)

a∫
0

f+(t)ϕ(t)dt

)
χ+(x)

−

(
0∫
−a
f−(t)dt+ 1

ϕ(x)

0∫
−a
f+(t)ϕ(t)dt

)
χ−(x).

(10)

Since

0∫
−a

f−(t)dt = −
a∫

0

f−(t),
1

ϕ(x)

0∫
−a

f+(t)ϕ(t)dt =
1

ϕ(−x)

a∫
0

f+(t)ϕ(t)dt,

then (
B− B∗

i

)
L2
ϕ(−a, a) = span {e1(x), e2(x)} , (11)

where 〈ek, es〉 = δk1s, and

e1(x)
def
=

1√
2b

; e2(x)
def
=

1√
2b̃

{
χ+(x)

ϕ(x)
− χ−(x)

ϕ(−x)

}
. (12)

Here b and b̃ are given by (9). The matrix√
bb̃

[
0 1
1 0

]
corresponds to the operator B−B∗

i in this basis. Thus the system

∆ =

(
B, L2

ϕ(−a, a), {gk(x)}21 , Jp =
0 1
1 0

)
(13)
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is an operator complex [5] including

B −B∗

i
f =

2∑
α,β=1

〈f, eα〉 (Jp)α,βeβ,

where

g1(x)
def
=
(
bb̃
) 1

4
e1(x), g2(x)

def
=
(
bb̃
) 1

4
e2(x). (14)

R e m a r k 2. The operator B−B∗

i can have rank more than two if the first
condition in (1) does not hold. So, in the case when the continuous function has
“l” changes of sign on [0, a], the rank of the operator B−B∗

i equals 2(l + 1).

II. Let us calculate the characteristic function [6],

S∆(λ) = I− iJp [〈RB(λ)gk, gs〉] , (15)

of the complex ∆ (13). Let fk = (B− λI)−1 gk (k = 1, 2), where {gk(x)}21 are
given by (14). Then Bfk − λfk = gk (k = 1, 2).

For k = 1, we have

i

x∫
0

f−(t)dt+
i

ϕ(x)

x∫
0

f+(t)ϕ(t)dt− λ (f+(x) + f−(x)) =
4

√
b̃

4b
, (16)

(index k = 1 by f1(x) = f(x) is omitted). Setting equal to zero the odd and even
parts in this equality, we obtain

i

ϕ(x)

x∫
0

f+(t)ϕ(t)dt− λf−(x) = 0,

i

x∫
0

f−(t)dt− λf+(x) =
4

√
b̃

4b
.

(17)

This implies that f+(0) = − 1
λ

4

√
b̃
4b and

− 1

λ

x∫
0

dt

ϕ(t)

t∫
0

f+(ξ)ϕ(ξ)dξ − λf+(x) =
4

√
b̃

4b
,
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which, after differentiation, gives us

1

ϕ(x)

x∫
0

f+(ξ)ϕ(ξ)dξ + λ2f ′+(x) = 0, (18)

and thus
(
f ′+(x)ϕ(x)

)∣∣
x=0

= 0. Differentiating (18) again, we obtain

−ϕ′(x)

ϕ2(x)

x∫
0

f+(ξ)ϕ(ξ)dξ + f+(x) + λ2f ′′+(x) = 0,

which, after using (18), gives us the equation

λ2ϕ
′(x)

ϕ(x)
f ′+(x) + f+(x) + λ2f ′′+(x) = 0.

As a result, we obtain the Cauchy problemy
′′(x) + ϕ′(x)

ϕ(x) y
′(x) + 1

λ2
y(x) = 0;

y(0) = − 1
λ

4

√
b̃
4b ; (ϕ(x)y′(x))|x=0 = 0.

(19)

Knowing f+(x) as the solution of this problem, we find the function f−(x) from
the first equation in (17), and thus we define f(x) = f+(x) + f−(x) satisfying
equation (16).

To find S∆(λ) (15), we calculate
〈
f1, gk

〉
(k = 1, 2) where f1(x) is the solution

of (16). Taking into account (17), we have

〈
f1, g1

〉
=

4

√
b̃

4b

a∫
−a

f1
+(x)|ϕ(x)|dx =

λ

i

4

√
4b̃

b
f1
−(a)ϕ(a),

〈
f1, g2

〉
= 2 4

√
b

4b̃

a∫
0

f1
−(x)dx =

1

i
4

√
4b

b̃

λf1
+(a) +

4

√
b̃

4b

 .

Therefore,

〈
f1, g1

〉
= −iλ

4

√
4b̃

b
f1
−(a)ϕ(a);

〈
f1, g2

〉
= −i

(
−4

√
4b

b̃
λf1

+(a) + 1

)
. (20)

For k = 2, an analogue of equation (16) is given by

i

x∫
0

f−(t)dt+
i

ϕ(x)

x∫
0

f+(t)ϕ(t)dt− λ (f+(x) + f−(x)) = 4

√
b

4b̃

{
χ+(x)

ϕ(x)
− χ−(x)

ϕ(−x)

}
,

(21)
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(index k = 2 by f2(x) = f(x) is omitted), which gives us the system of equations
i
x∫
0

f−(t)dt− λf+(x) = 0;

i
ϕ(x)

x∫
0

f+(t)ϕ(t)dt− λf−(x) = 4

√
b

4b̃

1
ϕ(x) (x ∈ [0, a]) .

(22)

Hence it follows that (ϕ(x)f−(x))|x=0 = − 1
λ

4

√
b

4b̃
, and

− 1

λϕ(x)

x∫
0

t∫
0

f−(ξ)dξϕ(t)dt− λf−(x) = 4

√
b

4b̃

1

ϕ(x)
. (23)

As a result of differentiation, we obtain

1

λ

ϕ′(x)

ϕ2(x)

x∫
0

t∫
0

f−(ξ)dξϕ(t)dt− 1

λ

x∫
0

f−(ξ)dξ − λf ′−(x) = − 4

√
b

4b̃

ϕ′(x)

ϕ(x)
,

which, in virtue of (23), gives us

−λϕ
′(x)

ϕ(x)
f−(x)− 1

λ

x∫
0

f−(ξ)dξ − λf ′−(x).

Taking into account the first equality in (22), we obtain that f+(x) is the solution
of the Cauchy problemy

′′(x) + ϕ′(x)
ϕ(x) y

′(x) + 1
λ2
y(x) = 0;

y(0) = 0 (ϕ(x)y′(x))|x=0 = − i
λ2

4

√
b

4b̃
.

(24)

After finding f+(x) from (24) and then f−(x) = −iλ f ′+(x) from the first equality
in (22), we obtain f(x) = f+(x) + f−(x) as the solution of equation (21).

Similarly to (20), we obtain

〈
f2, g1

〉
= −i

 4

√
4b̃

b
λf2
−(x)ϕ(a) + 1

 ;
〈
f2, g2

〉
= −i 4

√
4b

b̃
λf2

+(a). (25)

(20) and (25) imply

S∆(λ) = I− i
[

0 1
1 0

] −iλ 4

√
4b̃
b f

1
−(a)ϕ(a) −i

(
4

√
4b

b̃
λf1

+(a) + 1
)

−i
(

4

√
4b̃
b λf

2
−(a)ϕ(a) + 1

)
−i 4

√
4b

b̃
λf2

+(a)
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= −λ

 4

√
4b̃
b f

2
−(a)ϕ(a) 4

√
4b

b̃
f2

+(a)

4

√
4b̃
b f

1
−(a)ϕ(a) 4

√
4b

b̃
f1

+(a)

 .
Theorem 1. The characteristic function S∆(λ) (15) of the complex ∆ (13)

equals

S∆(λ) = −
√

2λ

[
cf2
−(a)ϕ(a) 1

cf
2
+(a)

cf1
−(a)ϕ(a) 1

cf
1
+(a)

]
, (26)

where c =
(
b̃/b
) 1

4
; f1

+(x) and f2
+(x) are the solutions of the Cauchy problems

(19) and (24), respectively, besides,

fk−(a) = −iλ
(
fk+(x)

)′∣∣∣∣
x=a

(k = 1, 2). (27)

II. If we choose ϕ(x) = xν (ν > −1), then the conditions (1) are met and the
main equation of the Cauchy problems (19), (24) is given by

y′′(x) +
ν

x
y′(x) +

1

λ2
y(x) = 0, (28)

the solution of which is expressed in terms of Bessel functions.

Let the equation from (19), (24) be written in the form

(
ϕ(x)y′(x)

)′
+

1

λ2
ϕ(x)y(x) = 0, (29)

and let

y(x) = z(ξ), ξ(x)
def
=

x∫
0

dt

ϕ(t)
+ C (C ∈ R). (30)

Then equation (29) becomes

z′′(ξ) +
1

λ2
q(ξ)Z(ξ) = 0, (31)

where

q(ξ) = ϕ2 (x(ξ)) , (32)

and x(ξ) is the inverse function of ξ(x) (30).

E x a m p l e 1. Let

ϕ(x) =
√
a2 − x2 (x ∈ [0, a]) . (33)
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Therefore,

q(ξ) = a2 − a2 sin2 ξ =
a2

2
(1 + cos 2ξ).

And in this case we arrive (see (31)) at the well-known Mathieu equation [8],

z′′(ξ) +
a2

2λ2
(1 + cos 2ξ)z(ξ) = 0.

E x a m p l e 2. Let

ϕ(x) =
√

4x3 − g2x− g3 (g2, g3 ∈ R), (34)

where g3 > 0, the roots of the polynomial 4x3−g2x−g3 are different and simple,
and the number a is chosen so that this polynomial is positive on (0, a). Then

ξ(x) =

x∫
dt√

4t2 − g2t− g3

, x = ℘(ξ),

where ℘(ξ) is the elliptic Weierstrass function [9]. Using the equation for ℘(ξ),
(℘′(ξ))2 = 4℘3(ξ)− g2℘(ξ)− g3, we obtain that equation (31) becomes

Z ′′(ξ) +
1

λ2

(
℘′(ξ)

)2
= 0. (35)

This coincides with the well-known Lamé equation [8].

III. Consider the matrix-function

S(x, λ)
def
= −
√

2λ

[
cf2
−(x)ϕ(x) 1

cf
2
+(x)

cf1
−(x)ϕ(x) 1

cf
1
+(x)

]
(x ∈ [0, a]) . (36)

Since (
fk−(x)ϕ(x)

)′
=
i

λ
fk+(x)ϕ(x), (fk+(x))′ =

i

λ
fk−(x) (k = 1, 2),

in virtue of (17) and (22), then

d

dx
S(x, λ) = −

√
2λ

i

λ

[
cf2

+(x)ϕ(x) f2
−(x)1

c
cf1

+(x)ϕ(x) f1
−(x)1

c

]

=
i

λ
S(x, λ)

[
0 1

c2ϕ(x)

c2ϕ(x) 0

]
=
i

λ
S(x, λ)b(x)Jp,

where

b(x)
def
=

[
1

c2ϕ(x)
0

0 c2ϕ(x)

]
. (37)
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Theorem 2. The function S∆(λ) (26) is the monodromy function [5,6],
S∆(λ) = S(a, λ), of the Cauchy problem{

d
dxS(x, λ) = i

λS(x, λ)b(x)Jp

S(0, λ) = I; x ∈ [0, a],
(38)

where b(x) is given by (37).

Using b(x) (37), we specify [6] the Hilbert space

L2
2,a (b(x))

def
=

f(x) = [f1(x), f2(x)] :

a∫
0

f(x)b(x)f∗(x)dx <∞

 (39)

assuming that the factorization by the kernel of metric is done. Define in this
space the linear operator

(Bmf) (x)
def
= i

x∫
0

f(t)b(t)dtJp. (40)

Since (
Bm − B∗m

i
f

)
(x) =

a∫
0

f(t)b(t)dtJp =
2∑

α,β=1

〈f, eα〉(Jp)α,βeβ,

where e1 = [1, 0], e2 = [0, 1], then the totality

∆m =
(

Bm, L
2
2,a (b(x)) , {eα}21 , Jp

)
(41)

is an operator complex.

It is easy to show that the characteristic function

S∆m(λ) = I− iJp [〈RBm(λ)eα, eβ〉]

of the complex ∆m (41) coincides with S(a, λ) (38),

S∆m(λ) = S(a, λ),

and thus, in view of the Theorem on unitary equivalence [6], the simple parts of
the complexes ∆ (13) and ∆m (41) are unitarily equivalent.

Let us show the explicit form of the operator that realizes this equivalence.
For every function f(x) = f−(x)⊕f+(x) from L2

ϕ(−a, a) (in view of decomposition
(3)),

‖f(x)‖2 = 2

a∫
0

|f−(x)|2 ϕ(x)dx+ 2

a∫
0

|f+(x)|2 ϕ(x)dx
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takes place. Therefore we can associate the function f(x) ∈ L2
ϕ(−a, a) with the

vector-function
√

2 [f−(x), f+(x)] given on [0, a], whose components f−(x) and
f+(x) are continued on [−a, 0] in the odd and even ways, respectively. Define the
operator U : L2

ϕ(−a, a)→ L2
2,a (b(x)) by the formula

(Uf) (x) =
√

2

[
cf−(x)ϕ(x),

1

c
f+(x)

]
, (42)

besides, ‖Uf‖2L2
2,a(b(x)) = ‖f‖2L2

ϕ(−a,a).

It is easy to see that

(U∗f) (x) =
1√
2

(
1

cϕ(x)
f1(x) + cf2(x)

)
, (43)

assuming that the components f1(x) and f2(x) of the vector-function f(x) =
[f1(x), f2(x)] ∈ L2

2,a (b(x)) are continued on [−a, 0] in the odd and even ways,
respectively.

The operator U (42) realizes the unitary equivalence between the simple parts
of the operators B (5) and Bm (40),

UB = BmU.

IV. Consider the integration operator

(Jf)(x) = i

x∫
0

f(t)dt (44)

in the space without weight L2(−a, a) (which coincides with L2
ϕ(−a, a) (2) for

ϕ(x) ≡ 1, x ∈ [−a, a])

Theorem 3. Let for ϕ(x) satisfying the relations (1), (8) the conditions

ϕ(x) 6= 0,
1

ϕ(x)
6= 0 (∀x ∈ (0, a)) (45)

be met instead of (9), then the operator B (5) is similar to the operator J (44).

P r o o f. Taking into account decomposition (2) (ϕ(x) ≡ 1) and Lemma 1,
we can write the integration operator J (44) in the unitarily equivalent form

(Jmf) (x) = i

x∫
0

f(t)dtJp, (46)
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where f = [f1, f2] ∈ L2
2,a(I) (39), (b(x) ≡ I); besides, f1(x) =

√
2f−(x), f2(x) =√

2f+(x). This operator differs from Bm (40) by the weight b(x).

Let a(x) > 0 be the matrix-function such that a(x) = {b(x)}
1
2 ,

a(x) =

[
1

C
√
ϕ(x)

0

0 N
√
ϕ(x)

]
(47)

Specify the isometric operator V : L2
2,a (b(x))→ L2

2,a(I) by the formula

(V f)(x) = f(x)a(x). (48)

Then (V ∗f) (x) = f(x)a−1(x). It is easy to see that the operator B̂m = V BmV
∗

acting now in the space L2
2,a(I) equals

(
B̂mf

)
(x) = i

x∫
0

f(t)a(t)Jpa(x) = i

x∫
0

f(t)


√
ϕ(x)√
ϕ(t)

0

0

√
ϕ(t)√
ϕ(x)

dtJp. (49)

The boundedness of B̂m (49) in L2
2,a(I) is guaranteed by the quadratic summa-

bility of the kernels K(x, f) =

√
ϕ(x)√
ϕ(t)

(
K(x, f) =

√
ϕ(t)√
ϕ(x)

)
in view of (9). Taking

into account the form of Jm (46) and B̂m (49), to conclude the proof we need to
ascertain the similarity of the operators

i

x∫
0

g(t)
dt√
ϕ(t)

√
ϕ(x)

i x∫
0

g(t)
√
ϕ(t)dt

1√
ϕ(x)

 , i

x∫
0

g(t)ft,

where g(t) ∈ L2
(0,a) (which corresponds to the component-wise similarity of (46)

and (49)). But this is obvious since in the first case the similarity in L2
(0,a) is given

by the operator (T1g)(x) = g(x)√
ϕ(x)

, and in the second, by (T2g)(x) = g(x)
√
ϕ(x).

Moreover, it is obvious that T1 and T2 are bounded and boundedly invertible.

2. L. de Branges Transform

I. Let Θ(x, λ) = S
(
x, 1

λ

)
. Then (38) implies{

d
dx Θ(x, λ) = iλΘ(x, λ)b(x)Jp,
Θ(0, λ) = I, x ∈ [0, a],

(50)
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and thus Θ(x, λ) is the solution of the integral equation

Θ(x, λ)− iλ
x∫

0

Θ(t, λ)b(t)dtJp = I. (51)

(50) implies

Θ(x, λ)JpΘ
∗(x, ω)− Jp = i(λ− ω)

x∫
0

Θ(t, λ)b(t)Θ∗(t, ω)dt; (52)

∀x ∈ [0, a]. Consider the row-vector

L(x, λ)
def
= [0, 1]Θ(x, λ) = [B(x, λ), A(x, λ)] . (53)

Then (51) implies

L(x, λ)− iλ
x∫

0

L(t, λ)b(t)dtJp = [0, 1]. (54)

Therefore the kernel

Kx(λ, ω)
def
=

L(x, λ)JpL
∗(x, ω)

i(λ− ω)
=

x∫
0

L(t, λ)b(t)L∗(t, ω)dt (55)

is positive definite [6,7], and thus

L(x, λ)JpL
∗(x, λ) =


> 0, λ ∈ C−;

= 0, λ ∈ R;

6 0, λ ∈ C+.

(56)

Write the involution Jp as Jp = P+ − P−, where P± are orthoprojectors,

P± =
1

2
(I± Jp) =

1

2

[
1 ±1
±1 1

]
.

Then
L(x, λ)P+ = E(x, λ)L+

◦ ; L(x, λ)P− = Ẽ(x, λ)L−◦ ,

where

E(x, λ)
def
= A(x, λ) +B(x, λ); Ẽ(x, λ)

def
= A(x, λ)−B(x, λ), (57)
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besides,

L±0 = L0P± =
1

2
[±1, 1].

Since

L(x, λ)JpL
∗(x, ω) =

1

2

{
E(x, λ)E(x, ω)− Ẽ(x, λ)Ẽ(x, ω)

}
,

then the kernel Kx(λ, ω) (55) is given by

Kx(x, λ) =
E(x, λ)E(x, ω)− Ẽ(x, λ)Ẽ(x, ω)

2i(λ− ω)
, (58)

and

|E(x, λ)| −
∣∣∣Ẽ(x, λ)

∣∣∣ =


> 0, λ ∈ C−;

= 0, λ ∈ R;

6 0, λ ∈ C+.

Theorem 4. Let L(x, λ) = [B(x, λ), A(x, λ)] be the nontrivial
(L(x, λ) 6≡ [1, 0]) solution of integral equation (54), then

1) L(x, λ) ∈ L2
2,l (b(x)) ∀L ∈ [0, a] and ∀λ ∈ C;

2) the function E(x, λ)
(
Ẽ(x, λ)

)
(57) has no zeroes in C+ (respectively in

C−), besides,

|E(x, λ)| −
∣∣∣Ẽ(x, λ)

∣∣∣ =


> 0, λ ∈ C−;

= 0, λ ∈ R;

< 0, λ ∈ C+;

(59)

and E(x, 0) = Ẽ(x, 0) = 1 ∀x ∈ [0, a].

The proof of the theorem is similar to that of the corresponding statement
in [6].

Let us recall [11, 12] that F (x) is said to be a function of bounded type in
C+(C−) if it is the quotient of two holomorphic functions in C+(C−).

The mean type [10, 11] for these functions is calculated by the formula

h
def
= lim

y↑∞

ln |f(iy)|
y

.
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Let a pair of entire functions A(λ) and B(λ) be given such that E(λ) =
A(λ)+B(λ) and Ẽ(λ) = A(λ)−B(λ) have no zeroes in C− and C+, respectively,
besides,

|E(λ)| −
∣∣∣Ẽ(λ)

∣∣∣ =


> 0, λ ∈ C−;

= 0, λ ∈ R;

< 0, λ ∈ C+.

(60)

With this pair of functions, A(λ) and B(λ), it is customary [6, 11] to associate
the Hilbert space.

Definition. A linear variety of entire functions F (λ) such that

1) F (λ)/E(λ)
(
F (λ)/Ẽ(λ)

)
is an entire function of bounded type in C− (in

C+);

2) ∫
R

|F (t)|2

|E(t)|2
dt =

∫
R

|F (t)|2∣∣∣Ẽ(t)
∣∣∣2dt <∞

is said to be the Louis de Branges space B(A,B).

The Hilbert properties of this function space follow from the Phragmén–
Lindelöf principle, and the inner product in B(A,B) is given by

〈F (λ), G(λ)〉 =

∫
R

F (t)G(t)
dt

|E(t)|2
.

It is easy to show that the kernel

K(λ, ω) =
E(λ)E(ω)− Ẽ(λ)Ẽ(ω)

2πi(λ− ω)
(61)

is reproducing [6, 11], namely,

〈F (t),K(t, ω)〉 = F (ω)

∀F (λ) ∈ B(A,B) and ∀ω ∈ C.

The L. de Branges Theorem [11, 6]. Let L(x, λ) = [B(x, λ), A(x, λ)] be
the solution of integral equation (54), where x ∈ [0, a] (0 < a <∞) and b(x) > 0.
With every row-vector f(x) ∈ L2

2,a (b(x)) (39), we associate the function

F (λ)
def
=

1

π

l∫
0

f(t)b(t)L∗(t, λ)dt, (62)
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where 0 < l 6 a. Then F (λ) ∈ B (A(l, λ), B(l, λ)) , and the Parseval equality

π ‖F (λ)‖2B(A(l,λ),B(l,λ)) = ‖f(x)‖2L2
2,l(b(x)) (63)

is true.
For every function F (λ) ∈ B (A(l, λ), B(l, λ)), there is a function f(x) ∈

L2
2,a (b(x)) with support on [0, l] such that for F (λ) representation (62) takes place.

It is easy to show that the shift operator [6],

(B̃F )(λ) =
F (λ)− F (0)

λ
(F (λ) ∈ B (A(a, λ), B(a, λ))) ,

is the L. de Branges transform of the operator Bm (40), and the model complex

∆̃m

(
B̃,B (A(a, λ), B(a, λ)) , {ẽα(λ)}21 , Jp

)
(64)

is the L. de Branges transform of ∆m, where

ẽ1(λ) =
B∗(a, λ)

λ
, ẽ2(λ) =

1−A∗(a, λ)

λ
,

which is customary [6] regarded as a functional model of complex (13).

II. Following the considerations of item II from Section 1, as an example, we
chose ϕ(x) of the form

ϕ(x) = xν (−1 < ν < 1). (65)

Then the numbers b, b̃ (9) are

b =
aν+1

ν + 1
, b̃ =

a1−ν

1− ν
=

1 + ν

1− ν
a−2νb.

The differential equation of the Cauchy problems (19), (24) coincides with the
Bessel equation

y′′(x) +
ν

x
y′(x) +

1

λ2
y(x) = 0,

the solution of which is expressed in terms of the Bessel functions

y(x) =

(
x

ξ

) 1−ν
2 {

C1J 1−ν
2

(x
λ

)
+ C2J ν−1

2

(x
λ

)}
,

where C1 and C2 are constants, besides,

y(0) = C2
2
ν−1
2

Γ
(
ν+1

2

) ;
(
xνy′(x)

)∣∣
x=0

= C1
λ
ν−1
2 2

ν+1
2

Γ
(

1−ν
2

) .
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Hence we find

f1
+(x) = − 1

λ
√

2

4

√
1 + ν

1− ν
Γ

(
ν + 1

2

)
a
−ν
2

( x
2λ

) 1−ν
2

J ν−1
2

(x
λ

)
, (66)

and thus

f1
−(x) =

i

λ
√

2

4

√
1 + ν

1− ν
Γ

(
ν + 1

2

)
a−

ν
2

( x
2λ

) 1−ν
2

J ν+1
2

(x
λ

)
(67)

in virtue of f1
−(x) = −iλ

(
f1

+(x)
)′

. Analogously,

f2
+(x) = − i

λ

Γ
(

1−ν
2

)
(2λ)ν

4

√
1− ν
1 + ν

a
ν
2

( x
2λ

) 1−ν
2

J 1−ν
2

(x
λ

)
. (68)

Therefore f2
−(x)

(
= −λif2

+(x)
)′

equals

f2
−(x) = − 1

λ

Γ
(

1−ν
2

)
(2λ)ν

4

√
1− ν
1 + ν

a
ν
2

( x
2λ

) 1−ν
2

J−1−ν
2

(x
λ

)
. (69)

The characteristic function S∆(λ) (26) of the complex ∆ (13) for the case ϕ(x) =
xν equals

S∆(λ)

=

 √
2Γ( 1−ν

2 )aν
(2λ)ν

(
a
2λ

) 1−ν
2 J−ν−1

2

(
a
λ

)
i
√

2
√

1−ν
1+ν

Γ( 1−ν
2 )aν

(2λ)ν

(
a
2λ

) 1−ν
2 J 1−ν

2

(
a
λ

)
i
√

1+ν
1−νΓ

(
1+ν

2

) (
a
2λ

) 1−ν
2 J ν+1

2

(
a
λ

)
Γ
(
ν+1

2

) (
a
2λ

) 1−ν
2 J ν−1

2

(
a
λ

)


=

 Γ( 1−ν
2 )

2
ν
2

(
a
λ

) 1+ν
2 J−1−ν

2

(
a
λ

)
i
√

1−ν
1+ν

Γ( 1−ν
2 )

2
ν
2

(
a
λ

) 1+ν
2 J 1−ν

2

(
a
λ

)
i
√

1+ν
1−ν

Γ( 1+ν
2 )

2
1−ν
2

(
a
λ

) 1−ν
2 J 1+ν

2

(
a
λ

) Γ( 1+ν
2 )

2
1−ν
2

(
a
λ

) 1−ν
2 J ν−1

2

(
a
λ

)
 . (70)

Therefore the functions A(a, λ) and B(a, λ) in (57) are given by

A(a, λ)=
Γ
(

1+ν
2

)
2

1−ν
2

(aλ)
1−ν
2 J ν−1

2
(aλ); B(a, λ)= i

√
1 + ν

1− ν
Γ
(

1+ν
2

)
2

1−ν
2

(aλ)
1−ν
2 J ν+1

2
(aλ).

(71)
Hence, the function E(x, λ) (57) equals

E(x, λ) =
Γ
(

1+ν
2

)
2

1−ν
2

(xλ)
1−ν
2

[
J ν−1

2
(xλ) + i

√
1 + ν

1− ν
J ν+1

2
(xλ)

]
. (72)

Expression (73) coincides per se with the well-known Dunkl kernel studied in [4],
particularly for ν = 0, E(x, λ) = eiλx.
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3. The Function e(x, λ)

I. In [4], the basis property of the system of functions generated by the Dunkl
kernels dα(iλkt) is studied. The functions are given by the formula d(izt) = (1−
zB)−1I, where B is given by (5) and ϕ(x) = xν . Consider the general case (not
supposing that ϕ(x) has degree dependence).

Denote by e(x, λ) (e(x, λ) = d(iλx) as ϕ(x) = xν) the function

e(x, λ) = (I − λB)−1I, (73)

where B is given by (5), and I is identical to 1 on [−a, a]. Then

Be(x, λ) =
e(x, λ)− I

λ
, (74)

moreover, e(x, λ) satisfies the equation

e(x, λ)− λi
x∫

0

e−(t, λ)dt− λi

ϕ(x)

x∫
0

e+(t, λ)ϕ(t)dt = 1. (75)

Using Lemma 1, we obtain the system of integral equations
e+(x, λ)− λi

x∫
0

e−(t, λ)dt = 1;

e−(x, λ)− λi
ϕ(x)

x∫
0

e+(t, λ)ϕ(x)dt = 0.
(76)

Hence we obtain the integral equation for e+(x, λ),

e+(x, λ)− (iλ)2

x∫
0

dt

ϕ(t)

t∫
0

e+(s, λ)ϕ(s)ds = 1. (77)

By differentiating (77), we have

e′+(x, λ)− (iλ)2

ϕ(x)

x∫
0

e+(s, λ)ϕ(s)ds = 0. (78)

Therefore,

e′′+(x, λ) +
ϕ′(x)

ϕ(x)
(iλ)2 1

ϕ(x)

x∫
0

e+(s, λ)ϕ(s)ds− (iλ)2e+(x, λ) = 0,
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which results in the differential equation{
e′′+(x, λ) + ϕ′(x)

ϕ(x) e
′
+(x, λ)− (iλ)2e+(x, λ) = 0

e+(0, λ) = 1, ϕ(x)e′+(x, λ)
∣∣
x=0

= 0.
(79)

Realizing the transformation x→ xλ in (79), we obtain

e+(x, λ) = f(xλ), (80)

where f(ξ) is the solution of the Cauchy problem{
f ′′(ξ) + ϕ′(ξ)

ϕ(ξ) f
′(ξ) + f(ξ) = 0

f(0) = 1, ϕ(ξ)f ′(ξ)|ξ=0 = 0.
(81)

The first equation in (76) yields e′+(x, λ) = iλe−(x, λ), therefore,

e−(x, λ) = −if ′(xλ). (82)

Lemma 2. The function e(x, λ) (73) is given by

e(x, λ) = f(xλ)− if ′(xλ), (83)

where f(ξ) is the solution of the Cauchy problem (81).

R e m a r k 2. If ϕ(x) = C, then the solution of the Cauchy problem is given
by f(ξ) = cos ξ, consequently,

e(x, λ) = eiλx.

II. Remark 2 implies that the function e(x, λ) (83) is an entire function of
exponential type for ϕ(x) = const. Let us show that this fact also takes place in
the general case. The integral equation

f(x) = 1−
x∫

0

dt

ϕ(t)

t∫
0

f(s)ϕ(s)ds (84)

is equivalent to the Cauchy problem (81). We write (84) as

f(x) = 1−
x∫

0

K(x, s)f(s)ds, (85)
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where

K(x, s) = ϕ(s)

x∫
s

dt

ϕ(t)
. (86)

The standard method of solution of integral equation (85), which uses iteration,
gives

f(x) = 1−
x∫

0

K(x, s)ds+

x∫
0

K1(x, s)ds− . . . , (87)

where

Kn(x, s) =

x∫
s

Kn−1(x, ξ)K(ξ, s)ds (n ∈ Z+), (88)

besides, K0(x, s) = K(x, s) (86).

Lemma 3. For the kernels Kn(x, s), the estimations

Kn(x, s) 6Mnϕ(s)

x∫
s

(xt)n

n!

dt

ϕ(t)
(n ∈ Z+) (89)

are true where

1

ϕ(x)

x∫
0

ϕ(t)dt < M (∀x ∈ [0, a]). (90)

P r o o f. We prove inequalities (89) using induction. For n = 1, (86), (88),
after the integration by parts, imply

K1(x, s)=

x∫
s

x∫
ξ

dt

ϕ(t)
ϕ(ξ)

ξ∫
s

dµ

ϕ(µ)
ϕ(s)dξ = ϕ(s)

x∫
s

dξ

x∫
ξ

dt

ϕ(t)

ξ∫
s

dµ

ϕ(µ)
dξ

ξ∫
0

ϕ(ν)dν

= −ϕ(s)

x∫
s

ξ∫
0

ϕ(ν)dν

− 1

ϕ(ξ)

ξ∫
s

dµ

ϕ(µ)
+

1

ϕ(ξ)

x∫
ξ

dt

ϕ(t)

 dξ.

Taking into account that ϕ(x) > 0 (x ∈ R+), we obtain

K1(x, s) 6 ϕ(x)

x∫
s

1

ϕ0(ξ)

ξ∫
0

ϕ(ν)dν

ξ∫
s

dµ

ϕ(µ)
dξ

6Mϕ(s)

x∫
s

dξ

ξ∫
s

dµ

ϕ(µ)
= Mϕ(s)

x∫
s

(x− t) dt

ϕ(t)
,

which gives (89) for n = 1.
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Suppose that the estimation (89) for n is proved, show that it takes place for
n+ 1. (89) and (90) imply

Kn+1(x, s) 6

x∫
s

Mnϕ(ξ)

x∫
ξ

(x− t)n

n!

dt

ϕ(t)

ξ∫
s

dµ

ϕ(µ)
ϕ(s)dξ

=
Mn

n!
ϕ(s)

x∫
s

x∫
ξ

(x− t)n dt

ϕ(t)

ξ∫
s

dµ

ϕ(µ)
dξ

ξ∫
0

ϕ(ν)dν

= −M
nϕ(s)

n!

x∫
s

ξ∫
0

ϕ(ν)dν

−(x− ξ)n

ϕ(ξ)

ξ∫
s

dµ

ϕ(µ)
+

1

ϕ(ξ)

s∫
ξ

(x− t)n dt

ϕ(t)

 dξ

6
Mnϕ(s)

n!

x∫
s

1

ϕ(ξ)

ξ∫
0

ϕ(ν)dν(x− ξ)n
ξ∫
s

dµ

ϕ(µ)
dξ.

Using (90) and changing the order of integration, we obtain

Kn+1(x, s) 6
Mn+1ϕ(s)

n!

x∫
s

x∫
µ

(x− ξ)ndξ dµ

ϕ(µ)
=
Mn+1ϕ(s)

(n+ 1)!

x∫
s

(x− µ)n+1dµ

ϕ(µ)
,

which concludes the proof.

Using Lemma 3, we obtain that series (87) for the solution f(x) of equation
(84) is dominated by the series

|f(x)| < 1 +

x∫
0

ϕ(s)

M
x∫
s

(x− t) dt

ϕ(t)
+M2

x∫
s

(x− t)2

2!

dt

ϕ(t)
+ · · ·

 ds

= 1 +

x∫
0

ϕ(s)

x∫
s

(expM(x− t)− 1)
dt

ϕ(t)
ds.

Using the obvious inequality ex − 1 < xex, which is valid ∀x > 0, we obtain

|f(x)| < 1 +

x∫
0

ϕ(s)M

x∫
s

(x− t)eM(x−t) dt

ϕ(t)
ds 6 1 +M

x∫
0

ϕ(s)

x∫
s

dt

ϕ(t)
ds xeMx

6 1 +M2x2eMx.

Journal of Mathematical Physics, Analysis, Geometry, 2017, Vol. 13, No. 2 193



V.N. Levchuk

Thus the estimation
|f(x)| 6 1 +M2x2eMx (91)

is true for f(x).

Theorem 5. If a function ϕ(x) satisfying the conditions (1) is such that the
integrals (9) converge and (90) takes place, then estimation (91) is true for f(x),
the solution of the Cauchy problem (81).

Hence it follows that e(x, λ) (73) is an entire function of exponential type.
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