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Abstract. In this paper, we consider a linear heat equation with
constant coefficients and a single constant delay. Such equations are
commonly used to model and study various problems arising in ecology
and population biology when describing the temporal evolution of hu-
man or animal populations accounting for migration, interaction with
the environment and certain aftereffects caused by diseases or envi-
romental polution, etc. (see [5, 16] and references therein). Whereas
dynamical systems with lumped parameters have been addressed in nu-
merous investigations (cf. [9, 10]), there are still a lot of open questions
for the case of systems with distributed parameters (see, e.g., [13, 14]),
especially when the delay effects are incorporated (cp. [3, 4]).

The present paper is an elaboration of authors’ results in [2]. Here,
we consider a general non-homogeneous one-dimensional heat equa-
tion with delay in both higher and lower order terms subject to non-
homogeneous initial and boundary conditions. For this, we prove the
unique existence of a classical solution as well as its continuous depen-
dence on the data.

Keywords: heat equation with constant coefficients, classical solu-
tions, well-posedness, constant delay.

1. Linear Heat Equation Without Delay

We consider an initial boundary value problem for a one-dimensional heat
equation without delay

vt(x, t) = a2vxx(x, t)+ bvx(x, t)+ cv(x, t)+ g(x, t) for x ∈ (0, l), t > 0 (1.1)

subject to non-homogeneous Dirichlet boundary conditions

v(0, t) = θ1(t), v(l, t) = θ2(t) for t > 0 (1.2)

as well as initial conditions

v(x, 0) = ψ(x) for x ∈ (0, l). (1.3)

Since we are interested in classical solutions, compatibility conditions on
the initial and boundary data are additionally posed

ψ(0) = θ1(0), ψ(l) = θ2(0)
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allowing for the continuity of the solution at the boundary of the space-time
cylinder.

Definition 1. Under a classical solution of the problem (1.1)–(1.3) on a
finite time interval [0, T ] we understand a function v ∈ C0

(
[0, l] × [0, T ]

)
which satisfies vt, vxx ∈ C0

(
[0, l]× [0, T ]

)
and, being plugged into Equations

(1.1)–(1.3), turns them into identity.

The uniqueness of solutions can be deduced from the weak maximum
principle (cf. [17, p. 117]). Here, we decided for a proof based on the
energy method (cp. [6, Bd. 2, Kap. 23]) from which we can also conclude
the continuous dependence of the solution on the data.

Theorem 2. For each T > 0, classical solutions on [0, T ] are unique.

Proof. We assume that there exist two classical solution v1, v2 to the initial
boundary value problem (1.1)–(1.3). Then their difference w := v1− v2 is a
classical solution to the homogeneous initial boundary value problem

wt(x, t) = a2wxx(x, t) + bwx(x, t) + cw(x, t) for (x, t) ∈ (0, l)× (0, T ),

w(0, t) = w(l, t) = 0 for t ∈ (0, T ),

w(x, 0) = 0 for x ∈ (0, l).

Multiplying the equation with w, integrating over x ∈ (0, l) and applying
Green’s formula, we obtain using the theorem on differentiation under the
integral sign

1

2
∂t

∫ l

0

w2(x, t)dx = −a2
∫ l

0

w2
x(x, t)dx+ b

∫ l

0

wx(x, t)w(x, t)dx+

+ c

∫ l

0

w2(x, t)dx.

Exploiting Young’s inequality

|ξη| ≤ ε

2
ξ2 +

1

2ε
η2

for ξ, η ∈ R, ε > 0, we can further estimate

1

2
∂t

∫ l

0

w2(x, t) ≤ −
(
a2 − ε |b|

2

)∫ l

0

w2
x(x, t)dx+

(
c+
|b|
2ε

)∫ l

0

w2(x, t)dx.

Letting now ε be sufficiently small such that ε |b|
2
< a2, we obtain

∂t

∫ l

0

w2(x, t) ≤ C

∫ l

0

w2(x, t)dx
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with C := 2
(
c+ |b|

2ε

)
. As an immediate consequence of Gronwall’s inequality,

we get then∫ l

0

w2(x, t)dx ≤ eCt

∫ l

0

w2(x, 0)dx = 0 for a.e. t ∈ [0, T ].

Taking into account the continuity of w, we finally get w ≡ 0 and therefore
v1 ≡ v2. �

After a slight modification of the proof, we easily obtain the continu-
ous dependence of the solution on the data. See [1] for the definition of
corresponding Sobolev spaces.

Corollary 3. The norm of the solution v in L2
(
(0, T ), L2

(
(0, l)

))
depends

continuously on the L2
(
(0, T ), L2

(
(0, l)

))
×L2

(
(0, l))×

(
W 1,2

(
(0, T )

))2-norm
of (g, ψ, θ1, θ2).

Remark 4. For the sake of consistency with the traditional convention
used for the spaces of Banach-valued functions, here and in the sequel we
interchange the x and t variables when dealing with functions in Sobolev or
Lebesgue spaces. Thus, we write u = u(t, x) ∈ H1

(
(0, T ), L2

(
(0, l))

)
, but

v = v(x, t) ∈ C0
(
[0, l]× [0, T ]

)
.

Now we want to establish the existence of classical solutions and give
their explicit representation. First, we substitute

v(x, t) := eµx+γtu(x, t), µ := − b

2a2
, γ := c−

( b
2a

)2
and find an equivalent system for the function u given by

ut(x, t) = a2uxx(x, t) + f(x, t) for x ∈ (0, l), t > 0 (1.4)

with f(x, t) := e−µx−γtg(x, t) subject to the initial and boundary conditions

u(x, 0) = φ(x) for x ∈ (0, l), φ(x) := e−µxψ(x), (1.5)

u(0, t) = µ1(t) := e−γtθ1(t), u(l, t) = µ2(t) := e−µl−γtθ2(t) for t > 0. (1.6)

Thus, the problem (1.1)–(1.3) is reduced to the problem (1.4)–(1.6). We
look for the classical solution u to (1.4)–(1.6) in the form

u(x, t) = u1(x, t) + u2(x, t) + u3(x, t),

where
– u1 is the solution to the homogeneous parabolic equation

∂u1(x, t)

∂t
= a2

∂2u1(x, t)

∂x2
(1.7)
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with zero boundary conditions u1(0, t) = 0, u1(l, t) = 0, t > 0, and
non-zero initial conditions u1(x, 0) = Φ(x), x ∈ (0, l), where

Φ(x) := φ(x)− µ1(0)−
x

l
[µ2(0)− µ1(0)] for x ∈ [0, l]. (1.8)

– u2 is the solution to the non-homogeneous parabolic equation
∂u2(x, t)

∂t
= a2

∂2u2(x, t)

∂x2
+ F (x, t) (1.9)

with the right-hand side

F (x, t) :=f(x, t)− d

dt

{
µ1(t) +

x

l
[µ2(t)− µ1(t)]

}
+

+c
{
µ1(t) +

x

l
[µ2(t)− µ1(t)]

} (1.10)

for x ∈ [0, l], t ≥ 0, subject to zero boundary conditions u2(0, t) = 0,
u2(l, t) = 0, t > 0 and zero initial conditions u2(x, 0) = 0, 0 < x < l.

– u3 is the solution to the family of elliptic equations

a2
∂2u3(x, t)

∂x2
= 0

subject to non-zero boundary conditions u3(0, t) = µ1(t),
u3(l, t) = µ2(t), t > 0. Thus, u3(x, t) = µ1(t) +

x
l
[µ2(t)− µ1(t)] .

1.1. Homogeneous Equation. We first study the homogeneous Equation
(1.7) with the initial conditions given in Equation (1.8). Using Fourier’s
separation method, the solution is to be determined in the form

u1(x, t) = X(x)T (t).

Plugging this ansatz into (1.7), we arrive at

X(x)T ′(t) = a2X ′′(x)T (t).

Collecting corresponding terms, we get

T ′(t)X(x) = a2X ′′(x)T (t).

After separating the variables
X ′′(x)

X(x)
=

T ′(t)

a2T (t)
= −λ2,

the equation decomposes into two equations

X ′′(x) + λ2X(x) = 0, (1.11)

T ′(t) = −a2T (t). (1.12)

Using the boundary conditions for u1, we obtain zero boundary conditions
for X

X(0) = 0, X(l) = 0.
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Nontrivial solutions of Equation (1.11) exist only for the eigenvalues

λ2 = λ2n =
(πn
l

)2
, n ∈ N

with corresponding eigenfunctions

Xn(x) = sin
πn

l
x, n ∈ N, (1.13)

being solutions of the Sturm & Liouville problem for the negative Dirichlet-
Laplacian in (0, l) (cp. also Definition 5 below). Note that (Xn)n∈N build
an orthogonal basis of L2

(
(0, l)

)
.

Plugging the values of λn, n ∈ N, obtained above into Equation (1.12),
we get a countable system of decoupled ordinary differential equations

T ′(t) = −
(πn
l
a
)2
T (t), n ∈ N, (1.14)

which is uniquely solved by the sequence of analytic functions

Tn(t) = T (0)e−(
πn
l
a)

2
t, t ≥ 0, n ∈ N.

Since (Xn)n∈N build an orthogonal basis of L2
(
(0, l)

)
(cf. [17, Theorem

9.22]), the function Φ can be expanded into a Fourier series with respect to
the eigenfunction from Equation (1.13), viz.,

Φ(x) =
∞∑
k=1

Φn sin
πn

l
x for a.e. x ∈ [0, l]

with

Φn =
2

l

l∫
0

{
φ(ξ)−

[
µ1(0) +

ξ

l
[µ2(0)− µ1(0)]

]}
sin

πn

l
ξdξ.

Definition 5. Consider the elliptic operator A := −a2∂2x on L2
(
(0, l)

)
sub-

ject to homogeneous Dirichlet boundary conditions. Since A is continuoulsy
invertible, 0 ∈ ρ(A). For m ∈ N, we define the space

Xm := D(Am) =
{
u ∈ H2m

(
(0, l)

) ∣∣∣ ∂2kx u ∈ H1
0

(
(0, l)

)
, k = 0, . . . ,m− 1

}
equipped with the standard graph norm of D(Am).

Remark 6. By the virtue of elliptic theory (cf. [17]), Xm is well-defined
and the norm of Xm is equivalent with the standard norm of H2m

(
(0, l)

)
.

Lemma 7. For any m ∈ N and any w ∈ Xm, there exists a constant
C > 0 such that the Fourier coefficients wn, n ∈ N, of w with respect to the
functions basis (Xn)n∈N given in Equation (1.13) satisfy

|wn| ≤
C

n2m+1/2
for n ∈ N.
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Proof. Again, from the elliptic theory, we know that w ∈ Xm is equivalent
with

∞∑
n=1

(
n2
)2m|wn|2 <∞,

where wn denotes the n-th Fourier coefficient of w with respect to (Xn)n.
Thus, there exists a constant C > 0 such that n4m|wn|2 ≤ C2

n
and therefore

|wn| ≤ C
n2m+1/2 . �

The Fourier series converges in L2
(
(0, l)

)
if Φ ∈ L2

(
(0, l)

)
. For Φ ∈

C0
(
[0, l]

)
with Φ(0) = Φ(l) = 0, the convergence is pointwise (cf. [6, Bd.

1, Kap. 9]). Under a stronger condition, e.g., Φ ∈ X1 ↪→ W 1,∞((0, l)),
the convergence is even uniform. See [1] for the definition of corresponding
Sobolev spaces.

Then, the solution to the initial boundary value problem (1.7)–(1.8) is
formally given by

u1(x, t) =
∞∑
n=1

Φne
−(πn

l
a)

2
t sin

πn

l
x. (1.15)

Assuming Φ ∈ X2, we easily conclude from Lemma 7 that u1 given Equa-
tion (1.15) as well as ∂tu1, ∂xxu1 converge absolutely and uniformly on
[0, l]× [0, T ]. Thus, u1 is a classical solution of (1.7)–(1.8).

1.2. Non-Homogeneous Equation. Next, we consider the non-homoge-
neous equation (1.9)

∂u2(x, t)

∂t
= a2

∂2u2(x, t)

∂x2
+ F (x, t)

subject to zero boundary conditions u2(0, t) = 0, u2(l, t) = 0, t > 0, and
zero initial conditions u2(x, 0) = 0, 0 < x < l. Using Duhamel’s principle,
the solution will be determined as a Fourier series with time-dependent
coefficients with respect to the eigenfunctions (Xn)n∈N, i.e.,

u2(x, t) =
∞∑
n=1

u2n(t) sin
πn

l
x, n ∈ N. (1.16)

Note that (Xn)n∈N defined in the previous subsection can be extended to
an orthogonal basis of L2

(
(0, T ), L2

(
(0, l)

))
. Thus, if the right-hand side

of Equation (1.10) satisfies F ∈ L2
(
(0, T ), L2

(
(0, l)

))
, it can be expanded

into a Fourier series with respect to this function basis. We represent the
function F in the form of the series

F (x, t) =
∞∑
n=1

Fn(t) sin
πn

l
x, Fn(t) =

2

l

l∫
0

F (ξ, t) sin
πn

l
ξdξ,
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where Fn ∈ L2
(
(0, T )

)
, n ∈ N. With u2,n ∈ H1

(
(0, T )

)
, n ∈ N,

u2,n(t) =

t∫
0

e−(
πn
l )

2
(t−s)Fn(s)ds

representing the unique solution to the ordinary differential equation

u̇2,n(t) = −
(πn
l

)2
u2n(t) + Fn(t)

subject to zero initial condition u2,n(t) = 0, the solution u2 to Equation
(1.9)–(1.10) is formally given by

u2(x, t) =
∞∑
n=1

 t∫
0

e−(
πn
l )

2
(t−s)Fn(s)ds

 sin
πn

l
x. (1.17)

From Lemma 7, we infer that both the series u2 given in Equation (1.17)
and its partial derivatives ∂tu2, ∂xxu2 converge absolutely and uniformly if,
e.g., F ∈ C1

(
[0, T ], X1

)
∩ C0

(
[0, T ], X2

)
. Thus, u2 is a classical solution of

the corresponding problem.

1.3. Elliptic Equation. Trivially, we observe that u3∈C2
(
[0, T ], C∞

(
[0, l]

))
if µ1, µ2 ∈ C2

(
[0, T ]

)
. Summarizing the relations obtained above, we arrive

at

u(x, t) =
∞∑
n=1

Φne
−(πn

l )
2
t sin

πn

l
x+ (1.18)

+
∞∑
n=1

 t∫
0

e−(
πn
l )

2
(t−s)Fn(s)ds

 sin
πn

l
x+ µ1(t) +

x

l
[µ2(t)− µ1(t)]

with

Φn =
2

l

l∫
0

{
φ(ξ)−

[
µ1(0) +

ξ

l
[µ2(0)− µ1(0)]

]}
sin

πn

l
ξdξ,

Fn(t) =
2

l

l∫
0

F (ξ, t) sin
πn

l
ξdξ,

F (x, t) = f(x, t)− d

dt

{
µ1(t) +

x

l
[µ2(t)− µ1(t)]

}
.

Theorem 8. Assume
f ∈ C1

(
[0, T ], H2

(
(0, l)

))
∩ C0

(
[0, T ], H4

(
(0, l)

))
,

µ1, µ2 ∈ C2
(
[0, T ]

)
, φ ∈ H4

(
(0, l)

)
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as well as the compatibility conditions
φ(0) = µ1(0), φ(l) = µ2(0)

and
f(0, t) = µ̇1(t), f(l, t) = µ̇2(t), fxx(0, t) = 0, fxx(l, t) = 0 for t ∈ [0, T ].

Then the function u given in Equation (1.18) is a unique classical solution
to (1.1)–(1.3).

2. Linear Heat Equation with Delay

In this section, we consider a linear one-dimensional heat equation with
constant coefficients and a single constant delay
vt(x, t) = a21vxx(x, t) + a22vxx(x, t− τ) + b1vx(x, t) + b2vx(x, t− τ)+

+ d1v(x, t) + d2v(x, t− τ) + g(x, t) for x ∈ (0, l), t > 0.
(2.1)

with a1, a2 ̸= 0. Equation (2.1) is complemented by non-homogeneous
Dirichlet boundary conditions

v(0, t) = θ1(t), u(l, t) = θ2(t) for t > −τ (2.2)
and initial conditions

v(x, t) = ψ(x, t) for x ∈ (0, l), t ∈ (−τ, 0). (2.3)
Since we are again interested in classical solutions, the following compat-
ibility conditions are going to be essential to assure the continuity of the
solution on the boundary of the space-time cylinder

ψ(0, t) = θ1(t), ψ(l, t) = θ2(t) for t ∈ [−τ, 0].
Definition 9. A function v ∈ C0

(
[0, l] × [−τ, T ]

)
satisfying

∂tv ∈ C0
(
[0, l] × [0, T ]

)
, ∂xxv ∈ C0

(
[0, l] × [0, T ]

)
∩ C0

(
[0, l] × [−τ, 0]

)
is

called a classical solution to the problem (2.1)–(2.3) on a finite time inter-
val [0, T ] if it, being plugged into Equations (2.1)–(2.3), turns them into
identity.

Theorem 10. For any T > 0, classical solutions of the problem (2.1)–(2.3)
on [0, T ] are unique.

Proof. We assume that there exist two classical solution v1, v2 to the ini-
tial boundary value problem with delay (2.1)–(2.3). Then their difference
w := v1 − v2 is a classical solution to the homogeneous problem
wt(x, t) = a21wxx(x, t) + a22wxx(x, t− τ) + b1wx(x, t) + b2wx(x, t− τ)+

+ d1w(x, t) + d2w(x, t− τ) for (x, t) ∈ (0, l)× (0, T ),

w(0, t) = w(l, t) = 0 for t ∈ (−τ, T ),
w(x, t) = 0 for (x, t) ∈ (0, l)× (−τ, 0).
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Multiplying the equation with w, integrating over x ∈ (0, l) and applying
Green’s formula, we obtain using the theorem on differentiation under the
integral sign

1

2
∂t

∫ l

0

w2(x, t)dx =

∫ l

0

(
−a21w2

x(x, t) + b1wx(x, t)w(x, t) + d1w
2(x, t)

)
dx −

− a22
∫ l

0

wx(x, t− τ)wx(x, t)dx + (2.4)

+

∫ l

0

(b2wx(x, t− τ) + d2w(x, t− τ))w(x, t)dx.

Following the standard approach for delay differential equations (see, e.g.,
[15]), we define the history variable

z(x, t, s) := w(x, t− τs) for (x, t, s) ∈ [0, l]× [0, T ]× [0, 1].

Exploiting the trivial equation

zt(x, t, s) + τzs(x, t, s) = 0 for (x, t, s) ∈ (0, l)× (0, T )× (0, 1),

we arrive at the following distributional identity

ztxx(x, t, s) + τzsxx(x, t, s) = 0 for (x, t, s) ∈ (0, l)× (0, T )× (0, 1).

Multiplying this identity with z(x, t, s), integrating over (s, x) ∈ (0, 1)×(0, l)
and carrying out a partial integration yields∫ 1

0

∫ l

0

∂tz
2
x(x, t, s)dxds+ τ

∫ 1

0

∂sz
2
x(x, t, s)dxds = 0 for t ∈ (0, T ).

Thus,

∂t

∫ 1

0

∫ l

0

z2x(x, t, s)dxds+ τ

∫ l

0

z2x(x, t, s)
∣∣∣s=1

s=0
dx for t ∈ (0, T ),

i.e.,

∂t

∫ 1

0

∫ l

0

z2x(x, t, s)dxds = τ

∫ 1

0

w2
x(x, t)dx−

− τ
∫ 1

0

w2
x(x, t− τ)dx for t ∈ (0, T ).

(2.5)
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Multiplying Equation (2.5) with a constant ω > 0 and adding the result to
Equation (2.4), we can estimate

∂t

∫ l

0

w2(x, t)dx+ ω∂t

∫ 1

0

∫ l

0

w2
x(x, t− τs)dxds ≤

≤−
(
2a21 − |b1|ε− a22ε

) ∫ l

0

w2
x(x, t)dx

−
(
ωτ − a22

ε
− |b2|

)∫ 1

0

∫ l

0

w2
x(x, t− τs)dxds +

+

(
2d1 + |b2|+ |d2|+

|b1|
ε

)∫ l

0

w2(x, t)dx.

Selecting now ε > 0 sufficiently small and ω > 0 sufficiently large, we have
shown

∂t

(∫ l

0

w2(x, t)dx+ ω

∫ 1

0

∫ l

0

w2
x(x, t− τs)dxds

)
≤

≤C
(∫ l

0

w2(x, t)dx+ ω

∫ 1

0

∫ l

0

w2
x(x, t− τs)dxds

)
for the constant C := 2d1 + |b2|+ |d2|+ |b1|

ε
. From Gronwall’s inequality we

can thus conclude∫ l

0

w2(x, t)dx+ ω

∫ 1

0

∫ l

0

w2
x(x, t− τs)dxds ≤ 0.

Therefore, w ≡ 0 implying v1 ≡ v2. �
Corollary 11. The solution v depends continuously on the data (g, ψ, θ1, θ2)
in the sense of the existence of a constant C > 0 such that∫ T

0

∫ l

0

(
v2(x, t) +

∫ 1

0

v2x(x, t− τs)ds
)
dxdt ≤ C

[ ∫ T

0

(∫ l

0

g2(x, t)dx +

+θ̇21(t) + θ̇22(t)

)
dt+

∫ l

0

ψ2(x, 0)dx+

∫ 1

0

∫ l

0

ψ2
x(x, t− τs)dxds

]

for g ∈ L2
(
(0, T ), L2

(
(0, l)

))
, ψ ∈ L2

(
(−τ, 0), H1

(
(0, l)

))
with φ(0, ·) ∈

L2
(
(0, l)

)
, θ1, θ2 ∈ H1

(
(0, T )

)
.

In the following, we assume the coefficients b1, b2 at the first order deriva-
tives to satisfy the following proportionality conditions

− b1
2a21

= − b2
2a22

= µ

for a certain µ ∈ R. We substitute
v(x, t) := eµxu(x, t)
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and obtain from equations (2.1)–(2.3) an initial boundary value problem for
the unknown function u

ut(x, t) = a21uxx(x, t) + a22uxx(x, t− τ) + c1u(x, t) + c2u(x, t) + f(x, t) (2.6)

with

c1 := d1 −
(
b1
2a1

)2

, c2 := d2 −
(
b2
2a2

)2

, f(x, t) := e−µxg(x, t)

subject to the initial conditions

u(x, t) = φ(x, t) for x ∈ (0, l), t ∈ (−τ, 0) (2.7)

with φ(x, t) := e−µxψ(x, t), x ∈ [0, l], t ∈ [−τ, 0], and boundary conditions

u(0, t) = µ1(t), u(l, t) = µ2(t) for t > −τ (2.8)

with µ1(t) := θ1(t), µ(t) := e−µlθ2(t), t ≥ −τ .
Thus, there remains to establish the existence of a classical solution to

(2.6)–(2.8) which will be determined in the form

u(x, t) = u1(x, t) + u2(x, t) + u3(x, t)

with the functions u1, u2, and u3 given in what follows.

– u1 is the solution of the homogeneous equation

∂u1(x, t)

∂t
= a21

∂2u1(x, t)

∂x2
+ a22

∂2u1(x, t− τ)
∂x2

+

+ c1u1(x, t) + c2u1(x, t− τ)
(2.9)

subject to zero boundary conditions u1(0, t) = u1(l, t) = 0, t > −τ ,
and non-zero initial conditions

u1(x, t) = Φ(x, t) for x ∈ (0, l), t ∈ (−τ, 0)

with

Φ(x, t) := φ(x, t)− µ1(t)−
x

l
[µ2(t)− µ1(t)] (2.10)

for x ∈ [0, l], t ∈ [−τ, 0].
– u2(x, t) is the solution of the non-homogeneous equation

∂u2(x, t)

∂t
= a21

∂2u2(x, t)

∂x2
+ a22

∂2u2(x, t− τ)
∂x2

+

+ c1u2(x, t) + c2u2(x, t− τ) + F (x, t)
(2.11)
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with the right-hand side

F (x, t) := f(x, t)− d

dt

{
µ1(t) +

x

l
[µ2(t)− µ1(t)]

}
+

+ c1

{
µ1(t) +

x

l
[µ2(t)− µ1(t)]

}
+ (2.12)

+ c2

{
µ1(t− τ) +

x

l
[µ2(t− τ)− µ1(t− τ)]

}
subject to zero boundary conditions u2(0, t) = u2(l, t) = 0, t > −τ ,
and zero initial conditions u2(x, t) = 0, x ∈ (0, l), t ∈ (−τ, 0).

– u3 is the solution to the family of homogeneous elliptic equations

a21
∂2u3(x, t)

∂x2
= 0

subject to non-zero boundary conditions u3(0, t) = µ1(t),
u3(l, t) = µ2(t), t > 0. Thus, u3(x, t) = µ1(t) +

x
l
[µ2(t)− µ1(t)].

2.1. Homogeneous Equation with Delay. First, we consider homoge-
neous equation (2.11) with zero boundary and non-zero initial conditions.
The solution will be determined using Fourier’s separation method. Assum-
ing

u1(x, t) = X(x)T (t)

and plugging the ansatz into Equation (2.11), we get

X(x)T ′(t) = a21X
′′(x)T (t) + a22X

′′(x)T (t− τ)+
+ c1X(x)T (t) + c2X(x)T (t− τ).

Collecting corresponding terms, we obtain

[T ′(t)− c1T (t)− c2T (t− τ)]X(x) = [a21T (t) + a22T (t− τ)]X ′(x).

After separating the variables
X ′′(x)

X(x)
=
T ′(t)− c1T (t)− c2T (t− τ)

a21T (t) + a22T (t− τ)
= −λ2,

the equation decomposes into two equations

X ′′(x) + λ2X(x) = 0, (2.13)

T ′(t)− (c1 − λ2a21)T (t) + (c2 − λ2a22)T (t− τ) = 0. (2.14)

Taking into account the boundary conditions for u1, we get zero boundary
conditions for X:

X(0) = 0, X(l) = 0.

Thus, nontrivial solutions of Equation (2.13) exist only for

λ2 = λ2n =
(πn
l

)2
, n ∈ N. (2.15)
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The latter are eigenvalues corresponding to the eigenfunctions

Xn(x) = sin
πn

l
x, n ∈ N,

being solutions of the Sturm & Liouville problem for the negative Dirichlet-
Laplacian in (0, l). Plugging the values of λn, n ∈ N, obtained in Equation
(2.15) into Equation (2.14), we obtain a countable system of decoupled
ordinary delay differential equations

Ṫn(t) =

[
c1 −

(πn
l

)2
a21

]
Tn(t) +

[
c2 −

(πn
l

)2
a22

]
Tn(t− τ), n ∈ N.

(2.16)
Similar to Section 1.1, we consider the trivial extension of (Xn)n∈N to an or-
thogonal basis of L2

(
(−τ, 0), L2

(
(0, l)

))
. Thus, if Φ ∈ L2

(
(−τ, 0), L2

(
(0, l)

))
,

we obtain for a.e. (x, t) ∈ [0, l]× [−τ, 0]

Φ(x, t) =
∞∑
k=1

Φn(t) sin
πn

l
x with Φn(t) =

2

l

l∫
0

Φ(ξ, t) sin
πn

l
ξdξ.

Taking into account Equation (2.10), we obtain initial conditions for the
countably many ordinary delay differential equations (2.14) in the form

Tn(t) = Φn(t), n ∈ N, t ∈ (−τ, 0),
where

Φn(t) =
2

l

l∫
0

{
φ(ξ, t)−

[
µ1(t) +

ξ

l
[µ2(t)− µ1(t)]

]}
sin

πn

l
ξdξ.

These equations can be solved explicitly using well-known results on scalar
linear ordinary delay differential equations (see, e.g., [11], [12]). In the
following, we briefly outline this theory studying ordinary delay differential
equations of the form

ẋ(t) = ax(t) + bx(t− τ) for t ≥ 0, x(t) = β(t) for t ∈ [−τ, 0] (2.17)

where β ∈ C1([−τ, 0]) is an arbitrary function representing the initial con-
dition.

Definition 12. For b ∈ R, τ > 0, the function R ∋ t 7→ expτ{b, t} given by

expτ{b, t} :=



0, −∞ < t < −τ,
1, −τ ≤ t < 0,

1 + b t
1!
, 0 ≤ t < τ,

1 + b t
1!
+ b2 (t−τ)2

2!
, τ ≤ t < 2τ,

. . . , . . .

1 + b t
1!
+ · · ·+ bk [t−(k−1)τ ]k

k!
, (k − 1)τ ≤ t < kτ, k ∈ N

is called the delayed exponential function.
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In [11], it has been proved that the delayed exponential function expτ{b, ·}
is the unique solution of the linear homogeneous equation with pure delay

ẋ(t) = bx(t− τ) for t ≥ 0

satisfying the identity initial condition x(t) ≡ 1 for t ∈ [−τ, 0].
It has further been shown that the solution to the general Cauchy prob-

lems for ordinary delay differential equations also admit solutions of similar
type. Namely, the following statements have been proved.

Lemma 13. The function

x0(t) = eat expτ{b1, t}, t ≥ 0,

with b1 := e−aτb is the unique solution of Equation (2.17) satisfying the
initial condition

x0(t) = eat for t ∈ [−τ, 0].

Theorem 14. Equation (2.17) subject to general initial conditions
x(t) = β(t), t ∈ [−τ, 0], with β ∈ C1

(
[−τ, 0]

)
is uniquely solved by a

function u ∈ C0
(
[−τ,∞)

)
∩ C1

(
[−τ, 0]

)
∩ C1

(
[0,∞)

)
given via

x(t) = ea(t+τ) expτ{b1, t}β(−τ)+

+

0∫
−τ

ea(t−s) expτ{b1, t− τ − s} [β′(s)− aβ(s)] ds.
(2.18)

Remark 15. Using standard approximation arguments, the previous the-
orem can be easily generalized to the case β ∈ W 1,p

(
(−τ, 0)

)
, p ∈ [1,∞).

The solution u ∈ W 1,p
loc

(
(−τ,∞)

)
satisfies then the equation (2.17) in distri-

butional sense. The initial conditions can be interpreted in the sense of the
continuous embedding W 1,p

(
(−τ, τ)

)
↪→ C0b

(
[−τ, τ ]

)
.

We return now to Equation (2.16) with corresponding initial conditions.
Introducing the notation

Dn =

[
c2 −

(πn
l
a2

)2]
e
−
[
c1−(πn

l
a1)

2
]
τ
, Ln = c1 −

(πn
l
a1

)2
(2.19)

and using Equation (2.18), the solution to the problem (2.16) is given by

Tn(t) = eLn(t+τ) expτ{Dn, t}Φn(−τ)+

+

0∫
−τ

eLn(t−s) expτ{Dn, t− τ − s} [Φ′
n(s)− LnΦn(s)] ds.
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Thus, the solution to the initial boundary value problem (2.9) formally reads
as

u1(x, t) =
∞∑
n=1

{
eLn(t+τ) exp

τ
{Dn, t}Φn(−τ)+ (2.20)

+

0∫
−τ

eLn(t−s) exp{Dn, t− τ − s}[Φ′(s)− LnΦ(s)]ds

 sin
πn

l
x

with

Φn(t) =
2

l

l∫
0

{
φ(ξ, t)−

[
µ1(t) +

ξ

l
[µ2(t)− µ1(t)]

]}
sin

πn

l
ξdξ. (2.21)

Conditions assuring the convergence of this Fourier series and the regularity
of the limit function will be discussed later in this section.

2.2. Non-Homogeneous Equation with Delay. Next, we consider Equa-
tion (2.11), viz.,

∂u2(x, t)

∂t
= a21

∂2u2(x, t)

∂x2
+ a22

∂2u2(x, t− τ)
∂x2

+

+ c1u2(x, t) + c2u2(x, t− τ) + F (x, t)

subject to zero boundary conditions u2(0, t) = u2(l, t) = 0, t > −τ , and
zero initial conditions u2(x, t) = 0, x ∈ (0, l), t ∈ (−τ, 0). The solution will
be obtained as a Fourier series with respect to the orthogonal eigenfunction
basis of L2

(
(−τ, T ), L2

(
(0, l)

))
, T > 0 arbitrary, but fixed (cp. Section 1.2),

i.e.,

u2(x, t) =
∞∑
n=1

u2n(t) sin
πn

l
x, n ∈ N. (2.22)

Assuming F ∈ L2
(
(0, T ), L2

(
(0, l)

))
, the Fourier expansion of F reads as

F (x, t) =
∞∑
n=1

Fn(t)e
− 1

2
αx sin

πn

l
x with Fn(t) =

2

l

l∫
0

F (s, t)e−
1
2
αξ sin

πn

l
ξdξ,

where F is given in Equation (2.12) via

F (x, t) = f(x, t)− d

dt

{
µ1(t) +

x

l
[µ2(t)− µ1(t)]

}
+

+ c1

{
µ1(t) +

x

l
[µ2(t)− µ1(t)]

}
+

+ c2

{
µ1(t− τ) +

x

l
[µ2(t− τ)− µ1(t− τ)]

}
.
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Then each of the functions u2n, n ∈ N, is the mild solution of the ordinary
delay differential equation

u̇2n(t) =

[
c1 −

(πn
l
a1

)2]
u2n(t) +

[
c2 −

(πn
l
a2

)2]
u2n(t− τ) + Fn(t).

Using the notation from Equation (2.19), the latter can be rewritten as

u̇2n(t) = Lnu2n(t) +Dne
Lnτu2n(t− τ) + Fn(t) (2.23)

subject to zero initial conditions u2n(t) = 0, t ∈ (−τ, 0).
Again, we present some auxiliary results from [11], [12] for non-homoge-

neous ordinary delay differential equation of the form

ẋ(t) = ax(t) + bx(t− τ) + ρ(t) for t > 0 (2.24)

with zero initial conditions x(t) = 0, t ∈ (−τ, 0).

Theorem 16. Let g ∈ C0
(
[0,∞)

)
. The unique solution x ∈ C0

(
[−τ,∞)

)
∩

C1
(
[−τ, 0]

)
∩C1

(
[0,∞)

)
of Equation (2.24) subject to zero initial conditions

is given by

x(t) =


0, t ∈ [−τ, 0),

t∫
0

ea(t−s) expτ{b1, t− τ − s}ρ(s)ds, t > 0,
(2.25)

where b1 := e−aτb.

Remark 17. By exploiting standard approximation results, the previous
theorem yields a unique mild solution x ∈ W 1,p

loc

(
(−τ,∞)

)
, p ∈ [1,∞), for

ρ ∈ Lp
loc

(
(0,∞)

)
.

Using Equation (2.25), the solution to the ordinary delay differential equa-
tion (2.23) subject to zero initial conditions can be written as

u2n(t) =

t∫
0

eLn(t−s) expτ{Dn, t− τ − s}Fn(s)ds, t ≥ 0.

Hence, the solution to the non-homogeneous heat equation with delay (2.12)
with zero boundary and initial conditions reads as

u2(x, t) =
∞∑
n=1

 t∫
0

eLn(t−s) expτ{Dn, t− τ − s}Fn(s)ds

 sin
πn

l
x. (2.26)

At the moment, Equation (2.26) gives only a formal representation formula.
Strict convergence conditions will though be given in the sequel.
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Combing all relations from this section, we obtain the solution to Equa-
tions (2.1)–(2.3) in the form

u(x, t) =
∞∑
n=1

{
eLn(t+τ) expτ{Dn, t}Φn(−τ)+ (2.27)

+

0∫
−τ

eLn(t−s) expτ{Dn, t−τ−s}[Φ′
n(s)−LnΦn(s)]ds

 sin
πn

l
x+

+
∞∑
n=1

 t∫
0

eLn(t−s) expτ{Dn, t− τ − s}Fn(s)ds

 sin
πn

l
x+

+ µ1(t) +
x

l
[µ2(t)− µ1(t)] ,

where

Dn =

[
c2 −

(πn
l
a2

)2]
e
−
[
c1−(πn

l
a1)

2
]
τ
, Ln = c1 −

(πn
l
a1

)2
,

Φn(t) =
2

l

l∫
0

{
φ(ξ, t)−

[
µ1(t) +

ξ

l
[µ2(t)− µ1(t)]

]}
sin

πn

l
ξdξ,

Fn(t) =
2

l

l∫
0

F (ξ, t) sin
πn

l
ξdξ with (2.28)

F (x, t) = f(x, t)− d

dt

[
µ1(t) +

x

l
(µ2(t)− µ1(t))

]
+

+
{
µ1(t)+

x

l
[µ2(t)−µ1(t)]

}
+c2

{
µ1(t−τ)+

x

l
[µ2(t−τ)−µ1(t−τ)]

}
.

2.3. Convergence of the Fourier Series. Next, we discuss assumptions
which assure the convergence of the Fourier series given in Equation (2.27) to
the classical solution of the problem (2.1)–(2.3). We start with the following
theorem giving rather technical conditions which will later be interpreted
in terms of Sobolev differentiability order.

Theorem 18. Let T > 0 be fixed, δ > 0 be arbitrary and let m :=
⌈
T
τ

⌉
.

Further, let the functions F and Φ defined from the data f, φ, µ1, µ2 be such
that that

F, Ft ∈ C0
(
[0, l]× [0, T ]

)
, Φ,Φt,Φtt,Φxx ∈ C0

(
[0, l]× [−τ, 0]

)
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and their Fourier coefficients Fn, Φn, n ∈ N, given in Equations (2.21),
(2.28) satisfy the conditions

lim
n→∞

n2m+1+δ max
s∈[−τ,0]

[
|Φ′′

n(s)|+ n2|Φ′
n(s)|+ n4|Φn(s)|

]
= 0,

lim
n→∞

max
1≤k≤m

n2(m−k)+1+δ max
(k−1)τ≤s≤kτ

[
|F ′

n(s)|+ n2|Fn(s)|
]
= 0.

(2.29)

Then the Fourier series given in Equation (2.27) converges absolutely and
uniformly with respect to (x, t) ∈ [0, l]× [0, T ] to the classical solution u of
the problem (2.1)–(2.3). Moreover, the Fourier series obtained by applying
∂t, ∂x or ∂xx operators converge absolutely and unformly to ut, ux or uxx,
respectively.

Proof. We write the series from Equation (2.27) in the form

u(x, t) = S1(x, t) + S2(x, t) + S3(x, t) + µ1(t) +
x

l
[µ2(t)− µ1(t)] ,

where

S1(x, t) =
∞∑
n=1

An(t) sin
πn

l
x, S2(x, t) =

∞∑
n=1

Bn(t) sin
πn

l
x,

S3(x, t) =
∞∑
n=1

Cn(t) sin
πn

l
x, An(t) = eLn(t+τ) expτ{Dn, t}Φn(−τ),

Bn(t) =

0∫
−τ

eLn(t−s) expτ{Dn, t− τ − s}[Φ′
n(s)− LnΦn(s)]ds,

Cn(t) =

t∫
0

eLn(t−s) expτ{Dn, t− τ − s}Fn(s)ds.

1. First, we consider the series S1. For any fixed time t∗ ∈ [0, T ] with
(k − 1)τ ≤ t∗ < kτ , k ≤ m, we get

An(t
∗) = eLn(t∗+τ) expτ{Dn, t

∗}Φn(−τ) =

= eLn(t∗+τ)

{
1 +Dn

t∗

1!
+D2

n

(t∗ − τ)2

2!
+ · · ·+Dk

n

[t∗ − (k − 1)τ ]k

k!

}
Φn(−τ).

Therefore, the series reads as

S1(x, t
∗) =

∞∑
n=1

eLn(t∗+τ)Φn(−τ) sin
πn

l
x+
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+
t∗

1!

∞∑
n=1

eLn(t∗+τ)DnΦn(−τ) sin
πn

l
x+

+
[t− (k − 2)τ ]k−1

(k − 1)!

∞∑
n=1

eLn(t∗+τ)Dk−1
n Φn(−τ) sin

πn

l
x+

+
[t− (k − 1)τ ]k

k!

∞∑
n=1

eLn(t∗+τ)Dk
nΦn(−τ) sin

πn

l
x.

Plugging Ln and Dn from Equation (2.19) yields

S1(x, t
∗) =

∞∑
n=1

e

[
c1−(πn

l
a1)

2
]
(t∗+τ)

Φn(−τ) sin
πn

l
x+

+
t∗

1!

∞∑
n=1

e

[
c1−(πn

l
a1)

2
]
t∗
[
c2 −

(πn
l
a2

)2]
Φn(−τ)

πn

l
x+ . . .

· · ·+ [t∗ − (k − 2)τ ]k−1

(k − 1)!

∞∑
n=1

e

[
c1−(πn

l
a1)

2
]
[t∗−(k−2)τ ]×

×
[
c2 −

(πn
l
a2

)2]k−1

Φn(−τ) sin
πn

l
x+

[t∗ − (k − 1)τ ]k

k!
×

×
∞∑
n=1

e

[
c1−(πn

l
a1)

2
]
[t∗−(k−1)τ ]

[
c2 −

(πn
l
a2

)2]k
Φn(−τ) sin

πn

l
x.

On the strength of condition (k − 1)τ ≤ t∗ < kτ , for sufficiently
large n, for which

c1 −
(πn
l
a1

)2
< 0

holds true, the argument of the exponential function in the series
becomes negative. Consider first k terms. Since t∗ − jτ > 0,
j = −1, . . . , k − 2, these k series converge absolutely and uniformly.

Consider now the (k + 1)-st term. The latter is given as a series
of the following form

Sk+1
1 (x, t∗) =

[t∗ − (k − 1)τ ]k

k!

∞∑
n=1

e

[
c1−(πn

l
a1)

2
]
[t∗−(k−1)τ ]×

×
[
c2 −

(πn
l
a2

)2]k
Φn(−τ) sin

πn

l
x.

For t∗ → (k − 1)τ , the argument of the exponential function ap-
proaches zero. Therefore, the series converges, but in general not
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uniformly with respect to t∗ → (k− 1)τ . The latter is though main-
tained by our theorem assumptions since the Fourier coefficients
Φn(−τ) are assumed to be decaying sufficiently rapidly for n→∞,
viz.,

lim
n→∞

n2k+3+δ|Φn(−τ)| ≤

≤ lim
n→∞

n2m+1+δ max
s∈[−τ,0]

[
|Φ′′

n(s)|+ n2|Φ′
n(s)|+ n4|Φn(s)|

]
= 0.

Moreover, we can similarly conclude that the same holds for ∂tS1

and ∂xxS1 since expτ{b, ·} is continuously differentiable for t ≥ 0
and the application of ∂t and ∂xx operators corresponds, roughly
speaking, to a term-wise multiplication with n2.

2. Next, we consider the second series S2. For an arbitrary t∗ ∈ [0, T ]
with (k − 1)τ ≤ t∗ < kτ , k ≤ s, we substitute ξ := t∗ − τ − s and
decompose the integral into two parts

Bn(t
∗) =

(k−1)τ∫
t∗−τ

eLn(ξ+τ) expτ{Dn, ξ} [Φ′
n(t− τ − ξ)− LnΦn(t− τ − ξ)] dξ+

+

t∗∫
(k−1)τ

eLn(ξ+τ) expτ{Dn, ξ} [Φ′
n(t− τ − ξ)− LnΦn(t− τ − ξ)]dξ.

Exploiting the explicit form of the delayed exponential function on
each of the time subintervals, we arrive at

Bn(t
∗) =

(k−1)τ∫
t∗−τ

eLn(ξ+τ)[Φ′
n(t

∗ − τ − ξ)− LnΦn(t
∗ − τ − ξ)]×

×
{
1 +Dn

ξ

1!
+D2

n

(ξ − τ)2

2!
+ · · ·+Dk−1

n

[ξ − (k − 2)τ ]k−1

(k − 1)!

}
dξ+

+

t∗∫
(k−1)τ

eLn(ξ+τ) [Φ′
n(t

∗ − τ − ξ)− LnΦn(t
∗ − τ − ξ)]×

×
{
1 +Dn

ξ

1!
+D2

n

(ξ − τ)2

2!
+ · · ·+Dk

n

[ξ − (k − 1)τ ]k

k!

}
dξ.
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Plugging Ln and Dn from (1.16), we get

Bn(t
∗) =

(k−1)τ∫
t∗−τ

e

[
c1−(πn

l
a1)

2
]
(ξ+τ)

[Φ′
n(t

∗ − τ − ξ)−

−
[
c1 −

(πn
l
a1

)2]
Φn(t

∗ − τ − ξ)]×

×
{
1 +

[
c2 −

(πn
l
a2

)2]
e
−
[
c1−(πn

l
a1)

2
]
τ ξ

1!
+

+

[
c2 −

(πn
l
a2

)2]2
e
−2

[
c1−(πn

l
a1)

2
]
τ (ξ − τ)2

2!
+ . . .

+

[
c2 −

(πn
l
a2

)2]k−1

e
−(k−1)

[
c1−(πn

l
a1)

2
]
τ×

× [ξ − (k − 2)τ ]k−1

(k − 1)!

}
dξ +

t∗∫
(k−1)τ

e

[
c1−(πn

l
a1)

2
]
(ξ+τ)×

×
{
Φ′

n(t
∗ − τ − ξ)−

[
c1 −

(πn
l
a1

)2]
×

× e−
[
c1−(πn

l
a1)

2
]
τ ξ

1!
+

[
c2 −

(πn
l
a2

)2]2
e
−2

[
c1−(πn

l
a1)

2
]
×

× (ξ − τ)2

2!
+ . . .+

[
c2 −

(πn
l
a2

)2]k
×

×e−k
[
c1−(πn

l
a1)

2
]
τ [ξ − (k − 1)τ ]k

k!

}
dξ.

Straightforward computations lead then to

Bn(t
∗) =

(k−1)τ∫
t∗−τ

[
Φ′

n(t
∗ − τ − ξ)−

[
c1 −

(πn
l
a1

)2]
Φn(t

∗ − τ − ξ)
]
×

×
{
e

[
c1−(πn

l
a1)

2
]
(ξ+τ)

+

[
c2 −

(πn
l
a2

)2]
×

× e
[
c1−(πn

l
a1)

2
]
ξ ξ

1!
+ ...+

[
c2 −

(πn
l
a2

)2]k−1

×

× e

[
c2−(πn

l
a2)

2
]
[ξ−(k−2)τ ] [ξ − (k − 2)τ ]k−1

(k − 1)!

}
dξ+
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+

t∗∫
(k−1)τ

[
Φ′

n(t
∗ − τ − ξ)−

[
c1 −

(πn
l
a1

)2]
Φn(t

∗ − τ − ξ)
]
×

×
{
e

[
c1−(πn

l
a1)

2
]
(ξ+τ)

+

[
c2 −

(πn
l
a2

)2]
×

× e
[
c1−(πn

l
a1)

2
]
ξ ξ

1!
+ ...+

[
c2 −

(πn
l
a2

)2]k
×

× e

[
c1−(πn

l
a1)

2
]
[ξ−(k−1)τ ] [ξ − (k − 1)τ ]k

k!

}
dξ.

Thus, the S2(x, t
∗) can be written in the form

S2(x, t
∗) =

∞∑
n=1


(k−1)τ∫
t∗−τ

e

[
c1−(πn

l
a1)

2
]
(ξ+τ) · [Φ′

n(t
∗ − τ − ξ)−

−
[
c1 −

(πn
l
a1

)2]
Φn(t

∗ − τ − ξ)
]
dξ

}
sin

πn

l
x+

+
∞∑
n=1


(k−1)τ∫
t∗−τ

e

[
c1−(πn

l
a1)

2
]
ξ ξ

1!

[
c2 −

(πn
l
a2

)2]
×

×
[
Φ′

n(t
∗ − τ − ξ)−

[
c1 −

(πn
l
a1

)2]
Φn(t

∗ − τ − ξ)
]
dξ

}
×

× sin
πn

l
x+ · · ·+

∞∑
n=1


(k−1)τ∫
t∗−τ

e

[
c1−(πn

l
a1)

2
]
[ξ − (k − 2)τ ]k−1

(k − 1)!
×

×
[
c2 −

(πn
l
a2

)2]k−1

×
[
Φ′

n(t
∗ − τ−ξ)−

[
c1 −

(πn
l
a1

)2]
×

× Φn(t
∗−τ − ξ)] dξ} sin πn

l
x+

∞∑
n=1


t∗∫

(k−1)τ

e

[
c1−(πn

l
a1)

2
]
(ξ+τ)×

×
[
Φ′

n(t
∗−τ − ξ)−

[
c1 −

(πn
l
a1

)2]
Φn(t

∗ − τ − ξ)
]
dξ

}
×

× sin
πn

l
x+

∞∑
n=1


t∗∫

(k−1)ς

e

[
c1−(πn

l
a1)

2
]
ξ ξ

1!

[
c2 −

(πn
l
a2

)2]
×
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×
[
Φ′

n(t
∗ − τ − ξ)−

[
c1 −

(πn
l
a1

)2]
Φn(t

∗ − τ − ξ)
]
dξ

}
×

× sin
πn

l
x+ · · ·+

∞∑
n=1


t∗∫

(k−1)τ

e

[
c1−(πn

l
a1)

2
]
[ξ−(k−2)τ ]×

× [ξ − (k − 2)τ ]k−1

(k − 1)!

[
c2 −

(πn
l
a2

)2]k−1

×

×
[
Φ′

n(t
∗ − τ − ξ)−

[
c1 −

(πn
l
a1

)2]
Φn(t

∗ − τ − ξ)
]
dξ

}
×

× sin
πn

l
x+

∞∑
n=1


t∗∫

(k−1)τ

e

[
c1−(πn

l
a1)

2
]
[ξ−(k−1)τ ] [ξ−(k−1)τ ]k

k!
×

×
[
c2 −

(πn
l
a2

)2]k [
Φ′

n(t
∗ − τ − ξ)−

−
[
c1 −

(πn
l
a1

)2]
Φn(t

∗ − τ − ξ)dξ
]}

sin
πn

l
x.

On the strength of condition (k − 1)τ ≤ t∗ < kτ , we have for suffi-
ciently large n

c1 −
(πn
l
a1

)2
< 0,

which guarantees the arguments of the exponential function to be
negative. Hence, all but the last series converge absolutely and uni-
formly. We consider thus the last series

Sk+1
2 (x, t∗) =

∞∑
n=1


t∗∫

(k−1)τ

e

[
c1−(πn

l
a1)

2
]
[ξ−(k−1)τ ]×

× [ξ − (k − 1)τ ]k

k!

[
c2 −

(πn
l
a2

)2]k
×

×
[
Φ′

n(t
∗ − τ − ξ)−

[
c1 −

(πn
l
a1

)2]
Φn(t

∗ − τ − ξ)
]
dξ

}
sin

πn

l
x.

Exploiting the assumption that the Fourier coefficients Φn(t
∗), Φ′

n(t
∗)

are rapidly decreasing for n→∞, i.e.,

lim
n→∞

n2m+1+δ max
s∈[−τ,0]

[
|Φ′′

n(s)|+ n2|Φ′
n(s)|+ n4|Φn(s)|

]
= 0
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for some δ > 0 and taking into account the smoothness of expτ{b, ·}
function, we conclude like in the previous case that the whole series
S2 as well as ∂tS2, ∂xxS2 converge absolutely and uniformly.

3. Finally, we consider the third series S3. For an arbitrary t∗ with
(k− 1)τ ≤ t∗ < kτ , k ≤ s, we substitute ξ := t∗ − τ − s and rewrite
the integral as a Fourier series with the following integral coefficients

Cn(t
∗) =

t∗−τ∫
−τ

e

[
c1−(πn

l
a1)

2
]
(ξ+τ)

expτ{Dn, ξ}Fn(t
∗ − τ − ξ)dξ =

=

0∫
−τ

e

[
c1−(πn

l
a1)

2
]
(ξ+τ)

Fn(t
∗ − τ − ξ)dξ+

+

τ∫
0

e

[
c1−(πn

l
a1)

2
]
](ξ+τ)

[
1 +Dn

ξ

1!

]
Fn(t

∗ − τ − ξ)dξ + . . .

· · ·+
t∗−τ∫

(k−2)τ

e

[
c1−(πn

l
a1)

2
]
(ξ+τ)

[
1 +Dn

ξ

1!
+D2

n

(ξ − τ)2

2!
+ . . .

. . . +Dk−1
n

(ξ − (k − 2)τ)k−1

(k − 1)!

]
Fn(t

∗ − τ − ξ)dξ.

Hence, S3 reads as

S3(x, t
∗) =

∞∑
n=1


0∫

−τ

e

[
c1−(πn

l
a1)

2
]
(ξ+τ)

Fn(t
∗ − τ − ξ)dξ

 sin
πn

l
x+

+
∞∑
n=1


τ∫

0

[
e

[
c1−(πn

l
a1)

2
]
(ξ+τ)

+

[
c2 −

(πn
l
a2

)2]
×

× e
[
c1−(πn

l
a1)

2
]
ξ ξ

1!

]
Fn(t

∗ − τ − ξ)dξ
}
sin

πn

l
x+ . . .

· · ·+
∞∑
n=1


t∗−τ∫

(k−2)τ

[
e

[
c1−(πn

l
a1)

2
]
(ξ+τ)

+

[
c2 −

(πn
l
a2

)2]
×

× e
[
c1−(πn

l
a1)

2
]
ξ ξ

1!
+ · · ·+

[
c2 −

(πn
l
a2

)2]k−1

×
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× [t∗ − (k − 2)τ ]k−1

(k − 1)!
e

[
c1−(πn

l
a1)

2
]
[ξ−(k−2)τ ]

]
× Fn(t

∗ − τ − ξ)dξ

}
sin

πn

l
x.

Similarly to the previous cases, for sufficiently large n we have

c1 −
(πn
l
a1

)2
< 0,

which yields the convergence of all but the last subseries in each of
the series due to the negativity of the argument of the exponential
function. We consider a typical term where the convergence is not
maintained by the exponential function

Sk
3 (x, t

∗) =
∞∑
n=1

{ t∗−τ∫
(k−2)τ

[
c2 −

(πn
l

)2]k−1
[t∗ − (k − 2)τ ]

(k − 1)!
×

× e
[
c1−

(
α2

4
+π2n2

l2

)
a21

]
(ξ−(k−2))

Fn(t
∗ − τ − ξ)dξ

}
sin

πn

l
x.

Exploiting the assumption

lim
n→∞

max
1≤k≤m

n2(m−k)+1+δ max
(k−1)τ≤s≤kτ

[
|F ′

n(s)|+ n2|Fn(s)|
]
= 0 (2.30)

as well as the fact that expτ{b, ·} is Lipschitz-continuous on [−τ,∞),
we similarly conclude the absolute and uniform converge of S3, ∂tS3,
and ∂xxS3.

This ends the proof. �
Finally, we give a Sobolev space interpretation of the conditions of Theo-

rem 18. As a direct consequence of Lemma 7, we know that the conditions
of Theorem 18 are fulfilled if the functions F and Φ from Equations (2.10)
and (2.12) satisfy

Φ ∈ C2
(
[−τ, 0], Xm+1

)
∩ C1

(
[−τ, 0], Xm+2

)
∩ C0

(
[−τ, 0], Xm+3

)
,

F ∈ C1
(
[0, T ], Xm

)
∩ C0([0, T ], Xm+1

)
.

Taking into account Definition 5 and Equations (2.10) and (2.12) and using
the explicit characterization Xm, the latter holds under the assumptions of
the following Corollary.

Corollary 19. The decay conditions on the Fourier coefficients in the pre-
vious theorem are satisfied if the following regularity

φ ∈
2∩

k=0

Ck
(
[−τ, 0], H2m+2(3−k)

(
(0, l)

))
,

µ1, µ2 ∈ C3([0, T ]),
f ∈ C1

(
[0, T ], H2m

(
(0, l)

))
∩ C0

(
[0, T ], H2m+2

(
(0, l)

))
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and compatibility conditions

φ(0, t) = µ1(t), φ(l, t) = µ2(t),

∂2jx ∂
k
t φ(0, t) = 0, ∂2jx ∂

k
t φ(l, t) = 0, k = 0, 1, 2, j = 1, . . . ,m+ 2− k

for t ∈ [−τ, 0] and

f(0, t)− µ̇1(t) + c1µ1(t) + c2µ1(t− τ) = 0,

f(l, t)− µ̇2(t) + c1µ2(t) + c2µ2(t− τ) = 0,

ft(0, t)− µ̈1(t) + c1µ̇1(t) + c2µ̇1(t− τ) = 0,

ft(l, t)− µ̈2(t) + c1µ̇2(t) + c2µ̇2(t− τ) = 0,

∂2jx f(0, t) = 0, ∂2jx f(l, t) = 0, j = 0, . . . ,m,

∂2jx ∂tf(0, t) = 0, ∂2jx ∂tf(l, t) = 0, j = 0, . . . ,m− 1

for T ∈ [0, T ] are satisfied.
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