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COMBINED NEWTON-KURCHATOV METHOD UNDER
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THE DERIVATIVES AND DIVIDED DIFFERENCES

S.M. SHAKHNO

Ðåçþìå. Äîâåäåíî ëîêàëüíó çáiæíiñòü êîìáiíîâàíîãî iòåðàöiéíîãî ïðî-
öåñó, ïîáóäîâàíîãî íà îñíîâi ìåòîäó Íüþòîíà i ìåòîäó ëiíiéíî¨ iíòåðïîëÿ-
öi¨ Êóð÷àòîâà, äëÿ ðîçâ'ÿçóâàííÿ íåëiíiéíèõ îïåðàòîðíèõ ðiâíÿíü â áàíà-
õîâîìó ïðîñòîði çà óçàãàëüíåíèõ óìîâ Ëiïøèöÿ äëÿ ïîõiäíèõ ïåðøîãî
ïîðÿäêó i ïîäiëåíèõ ðiçíèöü ïåðøîãî òà äðóãîãî ïîðÿäêó. Âèçíà÷åíî
ðàäióñ êóëi çáiæíîñòi i øâèäêiñòü çáiæíîñòi ìåòîäó, çíàéäåíî îáëàñòü
¹äèíîñòi ðîçâ'ÿçêó íåëiíiéíîãî ðiâíÿííÿ.
Abstract. The local convergence of combined iterative process, built on the
basis of Newton's method and Kurchatov's method of linear interpolation, for
solving of nonlinear operator equations in Banach space under the generalized
Lipschitz conditions for the derivative of the �rst order and divided di�erences
of the �rst and second order is proved. The radius of the convergence ball
and convergence order of the method are determined, the ball of uniqueness
of the solution of nonlinear equation is found.

1. Introduction
In this study we are concerned with the problem of approximating a

locally unique solution x∗ ∈ D of equation

F (x) + G(x) = 0, (1)

where F is a Fr�echet-di�erentiable nonlinear operator on an open convex subset
D of a Banach space X with values in a Banach space Y , and G : D → Y is a
continuous nonlinear operator.

Let x, y be two points of D. A linear operator from X into Y , denoted
δG(x, y), which satis�es the condition

δG(x, y)(x− y) = G(x)−G(y) (2)

is called a divided di�erence of G at points x and y.
Let x, y, z be three points of D. A operator δG(x, y, z) will be called a divided

di�erence of the second order of the operator G at the points x, y and z , if it
satis�es the condition

δG(x, y, z)(y − z) = δG(x, y)− δG(x, z). (3)

Key words. Banach space, Newton's method; Kurchatov's method; Combined iterative
method; Divided di�erence; Local convergence; Convergence order; Generalized Lipschitz
condition.
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A well-known simple di�erence method for solving nonlinear equations
F (x) = 0 is the Secant method

xn+1 = xn − (δF (xn−1, xn))−1F (xn), n = 0,1,2, . . . , (4)
where δF (xn−1, xn) is a divided di�erence of the �rst order and x0, x−1 are
given.

Secant method for solving nonlinear operator equations in a Banach space
was explored by the authors [5,14,15,19,30] under the condition that the divided
di�erences of a nonlinear operator F satisfy the Lipschitz (H�older) condition
with constant L of type

‖δF (x, y)− δF (u, v)‖ ≤ L(‖x− u‖+ ‖y − v‖).
In [11] it was proposed one-point iterative Secant-type method with memory.
In [29] it was explored the Kurchatov method under the classical Lipschitz
conditions for the divided di�erences of the �rst and second order and it was
determined the quadratic convergence of it. The iterative formula of Kurchatov
method has the form [4,5, 18,29]

xn+1 = xn − (δF (2xn − xn−1, xn−1))−1F (xn), n = 0,1,2, . . . , (5)
where δF (u, v) is a divided di�erence of the �rst order, x0, x−1 are given.

In paper [20] Potra investigated the three-point di�erence method with con-
vergence order 1.839 . . . for classical Lipschitz conditions for divided di�erences
of the �rst and second order [20]

xn+1 = xn −A−1
n F (xn),

An = δF (xn, xn−1) + δF (xn−2, xn)− δF (xn−2, xn−1), n = 0,1,2, . . . ,
(6)

x0, x−1, x−2 are given. This method �rst has been proposed for scalar nonlinear
equations by Traub in [30].

Regarding the local convergence of Newton method, Traub andWozniakowski
in [31] and Wang in [33] gave the best estimate of the radii of convergence balls
when the �rst derivatives are Lipschitz continuous around a solution.

Besides, there are a lot of the works on the weakness and/or extension of the
hypothesis made on the nonlinear operators; see works of Argyros, Ezquerro,
Hernandez, Rubio, Gutierrez, Wang, Li [5,12,13,32�35] and references therein.
In particular, Wang introduced in [33] the notions of generalized Lipschitz con-
ditions or Lipschitz conditions with L average, where instead of constant L it
is used some positive integrable function.

The center Lipschitz condition with L average in the inscribe sphere makes
us unify the convergence criteria containing the Kantorovich theorem and the
Smale α-theory, while the radius Lipschitz conditions with L average unify
the estimates of the radii of convergence balls for operators with Lipschitz
continuous �rst derivatives and analytic operators [10,32,33].

In our work [27] for the �rst time we have introduced a similar generalized
Lipschitz condition for the operator of the �rst order divided di�erence and
under this condition the convergence of Secant method was studied and was
found that its convergence order is (1 +

√
5)/2. In the paper [26] we have
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introduced a generalized Lipschitz condition also for the divided di�erences
of the second order and we have studied the local convergence of Kurchatov
method (5).

Note that in many papers such as [1,2,7,16,21], the authors investigated the
Secant and Secant-type methods under the generalized conditions for the �rst
divided di�erences of the form

‖(δF (x, y)− δF (u, v)))‖ ≤ ω(‖x− y‖, ‖u− v‖) ∀x, y, u, v ∈ D, (7)

where ω : R+ ×R+ −→ R+ is continuous nondecreasing function in their two
arguments. Under these same conditions in the work of Argyros [4] it is proven
semilocal convergence of Kurchatov method and in [22] of Ren and Argyros the
semilocal convergence of combined Kurchatov method and Secant method. In
both cases only the linear convergence of the methods is received.

In this paper, we study the local convergence of the combined Newton�
Kurchatov method

xn+1 = xn − (F ′(xn) + δG(2xn − xn−1, xn−1))−1(F (xn) + G(xn)),
n = 0,1,2, . . . ,

(8)

where F ′(u) is a Fr�echet derivative, δG(u, v) is a divided di�erence of the �rst
order, x0, x−1 are given, which is built on the basis of the mentioned Newton and
Kurchatov methods under relatively weak, generalized Lipschitz conditions for
the derivatives and divided di�erences of nonlinear operators. Setting G(x) ≡ 0,
we receive the results for Newton method [33], and when F (x) ≡ 0 we get the
known results for Kurchatov method [26].

We �rst proposed the method (8) in the paper [28]. Semilocal convergence
of the method (8) under the classical Lipschitz conditions is studied in the
mentioned article, but there was determined the convergence only with the
order (1 +

√
5)/2.

In this article we prove the quadratic order of convergence of the method (8),
which is higher than the convergence order (1 +

√
5)/2 for the Newton�Secant

method [5, 8, 9, 23]

xn+1 = xn − (F ′(xn) + δG(xn−1, xn))−1(F (xn) + G(xn)),
n = 0,1,2, . . . ,

(9)

Method (9) was proposed in [9] and proved its convergence with the or-
der (1 +

√
5)/2 under the classical Lipschitz conditions for the �rst derivative

F ′(x) and bounded norm of the second-order divided di�erence δG(x, y, z). The
same order of convergence was received in [5] with weaker conditions - classical
Lipschitz conditions for the �rst derivative F ′(x) and the �rst-order divided
di�erence δG(x, y).

Note that in the work [23] we have considered combined Newton�Secant
method (9) and we have proposed a methodology of studying the convergence
of combined methods for solving nonlinear equations with nondi�erentiable
operator under the relatively weak, generalized Lipschitz conditions for the
�rst derivatives and divided di�erences of nonlinear operators. Under the same
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conditions in [24] it was studied the convergence of the combined two-step
method for the solution of nonlinear equations.

The results of the numerical study of the method (8) and other combined
methods on the test problems are provided in our works [25,28].

2. Local convergence of Newton�Kurchatov method
Lets denote B(x0, r) = {x : ‖x− x0‖ < r} an open ball of radius r > 0 with

center at point x0 ∈ D, B(x0, r) ⊂ D.
Condition on the divided di�erence operator δF (x, y)

‖δF (x, y)− δF (u, v)‖ ≤ L(‖x− u‖+ ‖y − v‖) ∀x, y, u, v ∈ D (10)
is called Lipschitz condition in domain D with constant L > 0. If the condition
is being ful�lled

‖δF (x, y)− F ′(x0)‖ ≤ L(‖x− x0‖+ ‖y − x0‖) ∀x, y ∈ B(x0, r), (11)
then we call it the center Lipschitz condition in the ball B(x0, r) with constant
L.

However L in Lipschitz conditions can be not a constant, and can be a pos-
itive integrable function. In this case, if for x∗ ∈ D inverse operator [F ′(x∗)]−1

exists, then the conditions (10 ) and (11) for x0 = x∗ can be replaced respec-
tively for

‖F ′(x∗)−1(δF (x, y)− δF (u, v)))‖ ≤

≤
∫ ‖x−y‖+‖u−v‖

0
L(z)dz ∀x, y, u, v ∈ D

(12)

and
‖F ′(x∗)−1(δF (x, y)− F ′(x∗))‖ ≤

≤
∫ ‖x−x∗‖+‖y−x∗‖

0
L(z)dz ∀x, y ∈ B(x∗, r).

(13)

Simultaneously Lipschitz condition (12) � (13) are called generalized Lipschitz
conditions or Lipschitz conditions with the L average.

Similarly, we introduce the generalized Lipschitz condition for the divided
di�erence of the second order

‖F ′(x∗)−1(δF (u, x, y)− δF (v, x, y))‖ ≤

≤
∫ ‖u−v‖

0
N(z)dz ∀x, y, u, v ∈ B(x∗, r),

(14)

where N is a positive integrable function.

Remark 8. Note than the operator F is Fr�echet di�erentiable on D when
the Lipschitz conditions (10) or (12) are ful�lled ∀x, y, u, v ∈ D (the divided
di�erences δF (x, y) are Lipschitz continuous on D) and δF (x, x) = F ′(x) ∀x ∈
D [3].

The radius of the convergence ball and the convergence order of the combined
Newton�Kurchatov method (8) are determined in next theorem.
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Theorem 1. Let F and G be continuous nonlinear operators de�ned in open
convex domain D of a Banach space X with values in the Banach space Y .
Lets suppose, that: 1) H(x) ≡ F (x) + G(x) = 0 has a solution x∗ ∈ D, for
which there exists a Fr�echet derivative H ′(x∗) and it is invertible; 2) F has
the Fr�echet derivative of the �rst order, and G has divided di�erences of the
�rst and second order on B(x∗, 3r) ⊂ D, which are satisfying on B(x∗, 3r) the
generalized Lipschitz conditions

‖H ′(x∗)−1(F ′(x)− F ′(xτ ))‖ ≤
∫ ρ(x)

τρ(x)
L1(u)du, 0 ≤ τ ≤ 1, (15)

‖H ′(x∗)−1(δG(x, y)− δG(u, v))‖ ≤
∫ ‖x−u‖+‖y−v‖

0
L2(z)dz, (16)

‖H ′(x∗)−1(δG(u, x, y)− δG(v, x, y))‖ ≤
∫ ‖u−v‖

0
N(z)dz, (17)

where xτ = x∗ + τ(x − x∗), %(x) = ‖x − x∗‖, L1, L2 and N are positive
nondecreasing integrable functions and r > 0 satis�es the equation

1
r

∫ r
0 L1(u)udu +

∫ r
0 L2(u)du + 2r

∫ 2r
0 N(u)du

1−
( ∫ r

0 L1(u)du +
∫ 2r
0 L2(u)du + 2r

∫ 2r
0 N(u)du

) = 1. (18)

Then for all x0, x−1 ∈ B(x∗, r) the iterative method (8) is correctly de�ned
and the generated by it sequence {xn}n≥0, which belongs to B(x∗, r), converges
to x∗ and satis�es the inequality

‖xn+1 − x∗‖ ≤

≤
{ 1

ρ(xn)

∫ ρ(xn)

0
L1(u)udu +

∫ ρ(xn)

0
L2(u)du+

+
∫ ‖xn−xn−1‖

0
N(u)du‖xn − xn−1‖

}
×

×
{

1−
(∫ ρ(xn)

0
L1(u)du +

∫ 2ρ(xn)

0
L2(u)du+

+
∫ ‖xn−xn−1‖

0
N(u)du‖xn − xn−1‖

)}−1
‖xn − x∗‖.

(19)

Proof. First we show that

f(t) =
1
t2

∫ t

0
L1(u)udu, g(t) =

1
t

∫ t

0
L2(u)du
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in h(t) =
1
t

∫ t

0
N(u)du monotonically nondecreasing with respect to t. Indeed,

under the monotony of L1, L2, N we have
( 1

t22

∫ t2

0
− 1

t21

∫ t1

0

)
L1(u)udu =

( 1
t22

∫ t2

t1

+
( 1

t22
− 1

t21

)∫ t1

0

)
L1(u)udu ≥

≥ L(t1)
( 1

t22

∫ t2

t1

+
( 1

t22
− 1

t21

)∫ t1

0

)
udu = L1(t1)

( 1
t22

∫ t2

0
− 1

t21

∫ t1

0

)
udu = 0,

( 1
t2

∫ t2

0
− 1

t1

∫ t1

0

)
L2(u)du =

( 1
t2

∫ t2

t1

+
( 1

t2
− 1

t1

)∫ t1

0

)
L2(u)du ≥

≥ L2(t1)
( 1

t2

∫ t2

t1

+
( 1

t2
− 1

t1

)∫ t1

0

)
du = L2(t1)

( t2 − t1
t2

+ t1

( 1
t2
− 1

t1

))
= 0

for 0 < t1 < t2. So, f(t), g(t) are nondecreasing with respect to t. Similarly we
get for h(t).

We denote by An linear operator An = F ′(xn)+δG(2xn−xn−1, xn−1). Easy
to see that if xn, xn−1 ∈ B(x∗, r), then 2xn−xn−1, xn−1 ∈ B(x∗, 3r). Then An

is invertible and the inequality holds
‖A−1

n H
′
(x∗)‖ = ‖[I − (I −H

′
(x∗)−1An)]−1‖ ≤

≤
(
1−

(∫ ρ(xn)

0
L1(u)du +

∫ 2ρ(xn)

0
L2(u)du+

+
∫ ‖xn−xn−1‖

0
N(u)du‖xn − xn−1‖

))−1
.

(20)

Indeed from the formulas (15)�(17) we get
‖I −H

′
(x∗)−1An‖ = ‖H ′

(x∗)−1(F ′(x∗)− F ′(xn) + δG(x∗, x∗)−
−δG(xn, xn) + δG(xn, xn)− δG(2xn − xn−1, xn−1)‖) ≤

≤
∫ ρ(xn)

0
L1(u)du + ‖H ′

(x∗)−1(δG(x∗, x∗)− δG(xn, xn)+

+δG(xn, xn)− δG(xn, xn−1) + δG(xn, xn−1)− δG(2xn − xn−1, xn−1))‖ ≤

≤
∫ ρ(xn)

0
L1(u)du +

∫ 2ρ(xn)

0
L2(u)du+

+‖H ′
(x∗)−1(δG(xn, xn−1, xn)− δG(2xn − xn−1, xn−1, xn))(xn − xn−1)‖ ≤

≤
∫ ρ(xn)

0
L1(u)du +

∫ 2ρ(xn)

0
L2(u)du +

∫ ‖xn−xn−1‖

0
N(u)du‖xn − xn−1‖.

From the de�nition r (18) we get
∫ r

0
L1(u)du +

∫ 2r

0
L2(u)du + 2r

∫ 2r

0
N(u)du =

= 1− 1
r

∫ r

0
L1(u)du−

∫ r

0
L2(u)du− 2r

∫ 2r

0
N(u)du < 1.

(21)
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Using the Banach theorem on inverse operator [17], we get formula (20). Then
we can write
‖xn+1 − x∗‖ = ‖xn − x∗ −A−1

n (F (xn)− F (x∗) + G(xn)−G(x∗))‖ =

=
∥∥∥−A−1

n (
∫ 1

0
(F ′(xτ

n)− F ′(xn))dτ + δG(xn, x∗)−

− δG(2xn − xn−1, xn−1))(xn − x∗)
∥∥∥ ≤

≤ ‖A−1
n H

′
(x∗)‖

(
‖H ′

(x∗)−1

∫ 1

0

∫ ρ(xn)

τρ(xn)
L1(u)dudτ+

+ ‖H ′
(x∗)−1(+δG(xn, x∗)− δG(2xn − xn−1, xn−1))‖

)
‖xn − x∗‖.

(22)

According to the condition (15)�(17) of the theorem we get

‖H ′
(x∗)−1(

∫ 1

0

∫ ρ(xn)

τρ(xn)
L1(u)dudτ + δG(xn, x∗)−An)‖ =

=
1

ρ(xn)

∫ ρ(xn)

0
L1(u)udu + ‖H ′(x∗)−1(δG(xn, x∗)− δG(xn, xn)+

+δG(xn, xn)− δG(xn, xn−1) + δG(xn, xn−1)− δG(2xn − xn−1, xn−1))‖ ≤

≤ 1
ρ(xn)

∫ ρ(xn)

0
L1(u)udu + ‖H ′(x∗)−1(δG(xn, x∗)− δG(xn, xn))‖+

+‖H ′(x∗)−1(δG(xn, xn−1, xn)− δG(2xn − xn−1, xn−1, xn))(xn − xn−1)‖ ≤

≤ 1
ρ(xn)

∫ ρ(xn)

0
L1(u)udu +

∫ ρ(xn)

0
L2(u)du+

+
∫ ‖xn−xn−1‖

0
N(u)du‖xn − xn−1‖.

From (20) and (22) shows that ful�lls (19). Then from (19) and (18) we get
‖xn+1 − x∗‖ < ‖xn − x∗‖ < ... < max{‖x0 − x∗‖, ‖x−1 − x∗‖} < r.

Therefore, the iterative process (5) is correctly de�ned and the sequence that
it generates belongs to B(x∗, r). From the last inequality and estimates (19)
we get lim

n→∞ ‖xn − x∗‖ = 0. Since the sequence {xn}n≥0 converges to x∗, then

‖xn − xn−1‖ ≤ ‖xn − x∗‖+ ‖xn−1 − x∗‖ ≤ 2‖xn−1 − x∗‖
and lim

n→∞ ‖xn − xn−1‖ = 0.
The theorem is proven.

Corollary 5. The order of convergence of the iterative procedure (8) is qua-
dratic.
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Proof. Lets denote ρmax = max{ρ(x0), ρ(x−1)}. Since g(t) and h(t) are
monotonically nondecreasing, then with taking into account the expressions

1
ρ(xn)

∫ ρ(xn)

0
L1(u)udu =

∫ ρ(xn)
0 L1(u)uduρ(xn))

(ρ(xn))2
≤

≤
∫ ρmax

0 L1(u)uduρ(xn)
(ρmax)2

=: A1ρ(xn),

∫ ρ(xn)

0
L2(u)du =

∫ ρ(xn)
0 L2(u)duρ(xn)

ρ(xn)
≤

∫ ρmax

0 L2(u)duρ(xn)
ρmax

=: A2ρ(xn),

∫ ‖xn−xn−1‖

0
N(u)du =

∫ ‖xn−xn−1‖
0 N(u)du‖xn − xn−1‖

‖xn − xn−1‖ <

<

∫ ‖x0−x−1‖
0 N(u)du‖xn − xn−1‖

‖x0 − x−1‖ =: A3‖xn − xn−1‖

and
(
1−

(∫ ρ(xn)

0
L1(u)du + 2

∫ ρ(xn)

0
L2(u)du+

+
∫ ‖xn−xn−1‖

0
N(u)du‖xn − xn−1‖

))−1
<

<
(
1−

(∫ ρmax

0
L1(u)du + 2

∫ ρmax

0
L2(u)du+

+
∫ ‖x0−x−1‖

0
N(u)du‖x0 − x−1‖

))−1
=: A4,

from the inequality (19) follows

‖xn+1 − x∗‖ ≤ A4(A1ρ(xn) + A2ρ(xn) + A3‖xn − xn−1‖2)‖xn − x∗‖.
or

‖xn+1 − x∗‖ ≤ C3‖xn − x∗‖2 + C4‖xn − xn−1‖2‖xn − x∗‖. (23)
Here Ak, k = 1, ..., 4, C3, C4 are some positive constants.

Suppose now that the order of convergence of the iterative process (8) is lower
2, therefore there exist C5 ≥ 0 and N > 0, that for all n ≥ N the inequality
holds

‖xn − x∗‖ ≥ C5‖xn−1 − x∗‖2.

Since

‖xn − xn−1‖2 ≤ (‖xn − x∗‖+ ‖xn−1 − x∗‖)2 ≤ 4‖xn−1 − x∗‖2,
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then from (23) we get
‖xn+1 − x∗‖ ≤ C3‖xn − x∗‖2 + 4C4‖xn−1 − x∗‖2‖xn − x∗‖

≤ (C3 + 4C4/C5)‖xn − x∗‖2 = C6‖xn − x∗‖2.
(24)

But inequality (24) means that the order of convergence not lower 2. Thus,
the convergence rate of sequence {xn}n≥0 to x∗ is quadratic.

Next theorem determines the ball of uniqueness of the solution x∗ of (1) in
B(x∗, r).
Theorem 2. Lets assume that: 1) H(x) ≡ F (x) + G(x) = 0 has a solution
x∗ ∈ D, in which there exists a Fr�echet derivative H ′(x∗) and it is invertible; 2)
F has a continuous Fre�chet derivative in B(x∗, r), F ′ satis�es the generalized
Lipschitz condition

‖̆H ′(x∗)−1(F ′(x)− F ′(x∗))‖ ≤
∫ ρ(x)

0
L1(u)du ∀x ∈ B(x∗, r),

the divided di�erence δG(x, y) satis�es the generalized Lipschitz condition

‖H ′(x∗)−1(δG(x, x∗)−G′(x∗))‖ ≤
∫ ρ(x)

0
L2(u)du ∀x ∈ B(x∗, r),

where L1 and L2 are positive integrable functions. Let r > 0 satisfy
1
r

∫ r

0
(r − u)L1(u)du +

∫ r

0
L2(u)du ≤ 1.

Then the equation H(x) = 0 has a unique solution x∗ in B(x∗, r).

Proof analogous to [23,24].

3. Corollaries
In the study of iterative methods the traditional assumption is that the

derivatives and/or the divided di�erences satisfy the classical Lipschitz condi-
tions. Assuming that L1, L2 and N are constants, we get from theorem 2.1
and 3.1 important corollaries, which are of interest on its own.
Corollary 6. Let's assume that: 1) H(x) ≡ F (x) + G(x) = 0 has a solution
x∗ ∈ D, in which there exists Fr�echet derivative H ′(x∗) and it is invertible;
2) F has a continuous Fr�echet derivative and G has divided di�erences of the
�rst and second order δG(x, y) and δG(x, y, z) in B(x∗, 3r) ⊂ D, which satisfy
the Lipschitz condition

‖H ′(x∗)−1(F ′(x)− F ′(x∗ + τ(x− x∗))‖ ≤ (1− τ)L1‖x− x∗‖,
‖H ′(x∗)−1(δG(x, y)− δG(u, v))‖ ≤ L2(‖x− u‖+ ‖y − v‖),

‖H ′(x∗)−1(δG(u, x, y)− δG(v, x, y))‖ ≤ N‖u− v‖,
where x, y, u, v ∈ B(x∗, r), L1, L2, N are positive numbers and r is the positive
root of the equation

L1r/2 + L2r + 4Nr2

1− L1r − 2L2r − 4Nr2
= 1.
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Then Newton-Kurchatov method (5) converges for all x−1, x0 ∈ B(x∗, r) and
there ful�lls

‖xn+1 − x∗‖ ≤ (L1/2 + L2)‖xn − x∗‖+ N‖xn − xn−1‖2

1−
(
L1 + 2L2‖xn − x∗‖+ N‖xn − xn−1‖2

) .

Moreover, r is the best of all possible.

Note that the received r coincides with the value of r =
2

3L1
for Newton

method for solving equation F (x) = 0 [20, 31, 33] and with r = 2/(3L2 +√
9L2

2 + 32N) for Kurchatov method for solving the equation G(x) = 0, as
derived in [29].
Corollary 7. Suppose that: 1) H(x) ≡ F (x)+G(x) = 0 has a solution x∗ ∈ D,
in which there exists the Fr�echet derivative H ′(x∗) and it is invertible; 2) F has
continuous derivative and G has divided di�erence δG(x, x∗) in B(x∗, r) ⊂ D,
which satisfy the Lipschitz conditions

‖H ′(x∗)−1(F ′(x)− F ′(x∗))‖ ≤ L1‖x− x∗‖,
‖H ′(x∗)−1(δG(x, x∗)−G′(x∗))‖ ≤ L2‖x− x∗‖

for all x ∈ B(x∗, r), where L1 and L2 are positive numbers and r =
2

L1 + 2L2
.

Then the equation H(x) = 0 has a unique solution x∗ in the open ball B(x∗, r).
Moreover, the given r is the best of all possible and does not depend on F and
G.

Note that the resulting radius of the uniqueness ball of the solution coincides
with r =

2
L1

for Newton method for solving the equation F (x) = 0 [33] and

with r =
1
L2

for Kurchatov method for solving the equation G(x) = 0 [29].

4. Conclusions
In the papers [5, 15, 29] it was studied the local convergence of Secant and

Kurchatov methods in the case of ful�lment of Lipschitz conditions for the di-
vided di�erences, which hold some Lipschitz constants. In the work [33] it has
been justi�ed the convergence of Newton method for the generalized Lipschitz
conditions for the Fr�echet derivative of the �rst order. We explored the lo-
cal convergence of Newton-Kurchatov method under the generalized Lipschitz
conditions for Fr�echet derivative of di�erentiable part of the operator and the
divided di�erences of the nondi�erentiable part, in which instead of Lipschitz
constants some positive integrable functions are used. Our results contain the
known ones as partial cases.
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