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QUALITY SIMULATION OF RISK CONTRIBUTING FACTORS
IN HIGH TECHNOLOGY ENTERPRISES AND PRODUCTIONS

Here we consider the planning high technology enterprise activity under the conditions of uncertainty of the
economic situation and emerging risks associated with innovation in production. The qualitative simulation
procedure is applied that is based on subjective (expert) estimates and multilevel analytical networks with
gradations of possible risks. For the analysis of a complex of factors, which may be the source of risk situations in
the activity of enterprises and industries involved in innovative activities the qualitative simulation procedure is
used that allows to compose recommendations that represent a variety of solutions for the decision maker.
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Problem statement

Under conditions of growing variability and
uncertainty of the economic situation there is ambiguity
and incertitude in obtaining the resulting effect, and
consequently there is a risk that is a threat of failure,
contingent losses. Most of all this situation affects the
activities of high technology enterprises and industries
producing various types of innovation (innovation —
product, innovation - process, social innovation, and
others.). The problem of economic risk modeling and
forecasting in such enterprises lies in poor predictability
of impact of many different risk contributing factors [2,
3]. This indicates the lack of information about the
probabilities of these factors occurrence that is a
prerequisite for the application of qualitative simulation
procedures of risk situations on the basis of subjective
(expert) estimates. Such problems are related to the
decision making problems under uncertainty and
emerge when strategic predicting, planning, resource
allocation, and others.

Analysis of recent researches and

publications

Analysis and experience of expert evaluations
showed high effectiveness of the methods based on the
theories of analytical hierarchy of AHP (Analytical
Hierarchy Process) and analytical networks of ANP
(Analytical Network Process) T. Saaty [6,7, and others]
and that got wide use for solving the problems of multi-
criteria alternatives. The hierarchy analysis method
(HAM) is a mathematical tool of the system approach to
the agreed decision problem in the multicriteria
environment where the objects under study and criteria
of their estimation can not be measured in a quantitative
form. In addition it has a number of advantages that
give a universal character in terms of areas of practical
applications [1].

However it should be noted that HAM is based on
the fact that the importance of factors affects the
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priorities of their development scenarios but without
considering the importance of alternatives may also
affect the criteria priorities (factors). This aspect
completes the analytical network method (ANM) which
is the further development of AHM and takes into
account feedbacks and interactions. ANM is based on
building the quality network model consisting of a
number of clusters that describes both the influence of
factors on the system under study and the interaction of
the elements that complete these clusters.

The purpose of the article is to describe the
procedures of quality modeling the risk contributing
factors that affect the activity of high technology
enterprises and production using the analytical network
method.

Statement of the base material

Issues of description and classification of high
technology production risks in innovation activity are
covered in a number of papers for example [4,5] that
give such risk classes as organizational, legal, industrial
and technological, financial and others in generalized
form.

At the same time such approach is not only
possible as in practice there may be many individual
problems that require identification and analysis of
additional risk contributing factors (criteria) for their
solutions.

Let us consider the problem of quality simulation
of high technology enterprises activity, and determine
the financial indicator "PROFIT" as a pilot indicator.
The structure of this problem represents a network
consisting of four clusters (Fig. 1). At the top level of
network there are factors that affect the profit state:
"PORTFOLIO OF ORDERS" and "SALES OF MAIN
PRODUCTS". Each of these factors, in turn, is
described by a number of factors (parameters), which
are located on the second level of the hierarchy. The
third level shows 3 gradations of possible risks [4]:
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1. Acceptable risk that is characterized by financial
losses not exceeding the total profits of the enterprise.

2. Critical risk that is characterized by financial
losses not exceeding the zero bracket amount of the
enterprise.

3. Catastrophic risk is characterized by financial
losses for which there is a partial or complete loss of
equity capital, and may be accompanied by loss of
borrowed capital. Since both of the main factors (cluster
1) are exposed to risk their relative importance should
be set for each of three risk gradations.
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Thus, in the structure of network instead of a
single purpose which is usually present at the highest
level, the alternative risk gradations use to compare two
main factors. It causes the occurrence of the feedback in
network structure in which the priorities of top-level
factors are determined relative to the lower-level
elements (cluster 4), thereby forming a cycle [7].

The next stage of ANM implementation is to
construct matrices of pairwise comparison and
formation the supermatrix on this basis. In this case the
results of the possible decision making depends on the
quality of expert judgements.
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Figure 1. The Structure of the network problem of risk situations quality simulation
in high technology productions
For this network structure (Figure 1) the supermatrix of pair comparisons can be written as follows:

Kk | K

P A

K3

Wi elements in W supermatrix are called blocks
and represent matrices as follows (2):
Wi1j1Wiij2--Wiijn
Wizj1Wizj2--Wizjn
W=\ 7 .. @)
Winj1Winj2 ---Winjn
Each column in Wj matrix represents a priority
vector characterizing the influence of the i-th network
component elements on the j-th component elements.
The absence of such influence is defined in supermatrix
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by zeros. The priority vector formation is carried out by
pair comparison between the components, their
elements or between the components and elements.
Herewith a series of matrices with reverse symmetry
properties is forms. For example, the procedure of
forming the priority vector for K2 network component
(cluster) (Fig. 1) can be represented by the following
scheme:
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ky1a11a12013a14015
K, k225a21a22a23a24a25 .
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k24§a41a42a43a44a45
k5051 052a53054055
=>(d+dy+ds+dy+ds) =
dy dy d3 dy ds
D=><3 = lei = WZ;F = W3;3 = W4;3 = Ws):

=>W = (wy, Wy, ws, Wy, wg) — is a priority vector

Here are: a-numbers defining the fundamental
scale gradations (Miller’s numbers) [7];
D=(d,, dy, ds, d4, ds) is K, matrix eigenvalues vector;
dy, dy, ds, d4, ds are the eigenvalues;
Wi, Wo, W3, Wy, Ws, are the priority weights obtained by
normalizing as di/D, i=1,n.

[5\/ A11012013014015 = dy

5\/ (21052023024075 = dy

= 5\/ (3103203303435 = d3 = 3)
5\/ (41042043044045 = dy
5\/ A51052053054055 = ds

Let us consider the network analysis procedure
through the pair comparison between the singled out
factors and risk graduations and the subsequent
formation of a number of matrices and the supermatrix.
The results of this comparison are presented in the
tables (1-7).

Table 1. The matrix of pair comparisons between factors regarding the main factor "Portfolio of orders"

The portfolio of orders (PO) MS Cl ILP SP In Priority vector
Market capacity (MC) 1 3 1/5 1/2 1/3 0,11
Competitive intensity (Cl) 1/3 1 5 1/2 1/3 0,13
Innivative level of products (ILP) 5 1/5 1 1 1/5 0,12
Readiness degree of developments for serial production (SP) 2 2 1 1 1/3 0,18
Investments in R&D, technology, equipment (In) 3 3 5 3 1 0,46

Table 2. The matrix of pair comparisons between factors regarding the main factor " Sales of main products™

Sales of main products (SP) MS Cl ILP SP In Priority vector
Sales volume (SV) 1 1/3 1/4 1/7 1/2 0,05
Present sales market (SM) 3 1 1 1/5 1 0,13
Diversification of sales market (DSM) 4 1 1 1/5 1 0,14
Customer solvency (CS) 7 5 5 1 4 0,55
Marketing promotional activities (MA) 2 1 1 1/4 1 0,13

These tables carry the answers to the question
"Which of the main indicators of the portfolio of orders
and sales of main products has higher potential of
influence?"

Table 3. The matrix of relative probability of risk
occurrence for "Portfolio of orders" indicator

The following matrices (Tab. 3, 4) characterize the
relative probability of occurring one of the risk
gradations on the condition that the portfolio of orders
and sales of main products are affected by each of the
factor-indicators separately.

Table 4. The matrix of relative probability of risk
occurrence for "Sales of main products" indicator

MS AR CrR CR Priorities SV P CrR CR Priorities
AR 1 3 5 0,65 AR 1 4 5 0,67
CrR 1/3 1 2 0,23 CrR 1/4 1 3 0,22
CR 1/5 1/2 1 0,12 CR 1/5 1/3 1 0,11
Cl AR CrR CR Priorities SM AR CrR CR Priorities
AR 1 1/3 1/3 0,14 AR 1 5 7 0,72
CrR 3 1 2 0,53 CrR 1/5 1 4 0,20
CR 3 1/2 1 0,33 CR 1/7 1/4 1 0,08
Cl AR Cr.R CR Priorities DSM AR Cr.R CR Priorities
AR 1 2 4 0,56 AR 1 1/3 1/5 0,11
CrR 1/2 1 3 0,32 CrR 3 1 2 0,51
CR 1/4 1/3 1 0,12 CR 5 1/2 1 0,38
ILP AR Cr.R CR Priorities CS AR Cr.R CR Priorities
AR 1 2 3 0,53 AR 1 1/5 1/7 0,08
Cr.R 1/2 1 3 0,14 CrR 5 1 1 0,43
CR 1/3 1/3 1 0,33 CR 7 1 1 0,49
SP AR Cr.R CR Priorities MA AR Cr.R CR Priorities
AR 1 5 7 0,71 AR 1 1/3 1/7 0,1
Cr.R 1/5 1 5 0,22 CrR 3 1 4 0,59
CR 1/7 1/5 1 0,07 CR 7 1/4 1 0,31
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The next stage of the pair comparison clears up the
question of which of the main factors: the portfolio of

orders (PO) or sale of the main product (SP) will

ISSN 0869-1231
dominate concerning one of the risk gradation (the
admissible risk (AR), a critical risk (Cr.R) the
catastrophic risk (CR)). The results of this comparison
are presented in Table 5.

Table 5. The pair comparison of the main factors concerning the risk graduations.

AR PO SP Priorities CrR PO

SP Priorities CR | PO SP Priorities

PO 1 1/3 0,247 PO 1

1/5 0,167 PO 1 1 05

SP 3 1 0,572 SP 5

1 0,833 SP 1 1 05

Further, the obtained priority vectors (Tab. 1-5)
are used to construct W supermatrix, the initial form
of which is shown in Table 6. The supermatrix is
stochastic because the sum of all columns is unity.
Therefore, the further analysis is carried out by
raising it to limiting degrees that makes it possible to
obtain the limiting form of Wlim. supermatrix (Table
7). Herewith all the interactions between the elements
are revealed and the limiting result is obtained as
which in our example is that profit mainly influence
on the sales of the main products. In turn, this value
is more dependent on the customer solvency.

Tables 3 and 4 show the weights of priorities
of each risk contributing factors which are renamed
as follows:

MC (Market capacity) — X,

Cl (Competitive intensity) — X,

ILP (Innovative level of products) — X3

SP (Readiness degree of developments for serial
production) — X,

In (Investments in R&D, technology, equipment) — Xs
SV (Sales volume) — Xg

SM (Present sales market) — x;

DSM (Diversification of sales market) — xg

CS (Customer solvency) — Xq

MA (Marketing promotional activities) — X
AR (Admissible risk) — Rs

Cr.R (Critical risk) - Ry

CR (Catastrophic risk) — R,

The extracted values of the priorities from the

tables 3, 4 are:

Ry: (x; = 0,65;x, = 0,14;x3 = 0,56;x, =
0,65; x5 =0,71;x, = 0,67;x;, = 0,72; xg =
0,1;x9 = 0,08;x19 = 0,1;);

Ry: (x; = 0,23;x, = 0,53;x3 = 0,32; x4 =
0,14; x5 = 0,22; x4 = 0,22;x, = 0,2; xg =
0,51;x9 = 0,43; x,, = 0,59;);

R3: (x; = 0,12;x, = 0,53;x3 = 0,12; x, =
0,44; x5 = 0,07; xs = 0,11; x, = 0,08; xg =
0,38; x4 = 0,49; x,9 = 0,31;);
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It allows to get the following rankings:

Rl:xgl) > xéz) > xé3) > fo) > x§5) > xf’) >
1 > x® > 29 > 209,

R,: xf(l)) > xéz) > xée’) > xé‘” > x§5) > xl(é) >
2D > 2O 5 2O 5 100,

Rj: xél) > xéz) > x§3) > x§4) > xfg) > x1(6) >
OPNCINORNS

Then let us to make ranking the risk gradations
R with respect to each priority x and to calculate the
appropriate rank sums S characterizing the overall
contribution of each of the risk gradations. We get the

following:
R§4) RY)

x;:| R® | =5, =16, x,:| RP |28, =11;
Rgﬁ) Rgz)
Rgs) Rgé)

x3:[ R® |28, =17; x0:| ROV | =5, = 16;
RY) REY
R® R®

Xs: Rg) =S = 19; x4 Rgs) =S5, = 19;
R?Elo) Rgs)
Ril) RiS)

x:| R | =8, =19; xg:[ R | =85 = 13;
Rg‘)) R§2)
Rilo) Rf))

Xo:[ RV | =Sy =15; x0:| RSV |2 850 = 15.
Rgl) R§5)

Taking this into account we can write the factors
ranking characterizing the degree of its risk exposure:
Xy > xg > (X9 © x19) > (X1 © x4) > X3
> (x5 0 xg
© x7) 4)
From (4) it follows that the most liable to risk is
X, factor that is the competitive intensity.
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Conclusions

The paper proposes one of the possible procedures
of qualitative sinmulation and subsequent analysis of a
complex of factors, which may be the source of risk
situations in the activity of enterprises and industries
involved in innovative activities. This technology
allows to compose recommendations that represent a
variety of solutions for the decision maker (DM).
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AKICHE MOJAEJIOBAHHSA PUBUKOYTBOPIOIOUHNX ®PAKTOPIB HAYKOMICTKHUX
nranPMEMCTB I BUPOBHUIITB

L.I. KoBaneunko, JI.C. YUepHona, A.B. [lIsen
HauionaneHuii yHiBepcuTeT KopabiieOy1yBaHHs iMeHi ajMipaia MakapoBa

Po3rsHyTO MIIaHyBaHHS MiSUTBHOCTI HAYKOMICTKOTO TiJIIPHEMCTBA B YMOBaX HEBH3HAUYCHOCTI €KOHOMIYHOI
cuTyauii 1 THX, 10 BUHHMKalOTh B TPOLECI PU3UKIB, MOB'I3aHUX 3 IHHOBALIsSMH y BHUPOOHMUTBI. 3acTocoBaHa
METOJIMKA SIKICHOT'O MOJENIOBaHHS Ha OCHOBI CYO'€KTMBHHX (E€KCHEPTHHUX) OILIIHOK 1 OaraTopiBHEBHX aHAJITHUYHUX
MEpex 3 TpamallisiMH MOXXIUBUX PH3UKIB. [l aHami3y CYKyIMHOCTI (akTOpiB, sIKi MOXYTb OyTH DKeperoMm
BUHUKHCHHS PHU3UKOBUX CHTYaIliii B TpoIeci MisUTbHOCTI MIiANPHUEMCTB Ta BHUPOOHUITB, IO 3aiMarOTHCS
IHHOBAIITHOIO ISUTbHICTIO, BHUKOPHUCTAHA TEXHOJOTIS SKICHOTO MOJCIIOBAHHS, sKa [03BOJsie (opmyBaTu
PpEeKOMEeHaIIi, 0 MPEACTABIAIOTH COOOF0 Pi3HI BapiaHTH PillleHb, IS 0COOM, KA IPUIMae pillICHHS.

KuarouoBi ciioBa: pu3HKOyTBOPIOIOUi (PAKTOpH, SKICHE MOJENIOBAHHS, aHANITHYHI Mepexi, piBHI iepapXii,
MaTpHls, MonapHe NOPiBHIHHI.

KAYECTBEHHOE MOJE/JIUPOBHAUE ®AKTOPOB HAYKOEMKHX
HPEJIPUSTHIA U ITIPOU3BOJICTB

N.N. Kosanenko, JI.C. Uepnosa, A.B. IlIsex
HanmonansHbIi yHUBEpCUTET KOpalOiIecTpoeHH UMEHH aaMupaia Makaposa

Paccmompeno naanupoganue 0esimenbHOCMU HAYKOEMKO20 NPEeOnpUAMUs 6 YCIOGUAX HeonpeoeieHHOCmu
IKOHOMUYECKOU CUMyayu U B03HUKAIOWUX 6 NpOYecce PUCKOS, CBA3AHHBIX C UHHOBAYUSAMU 6 NPOU3BOOCMEe.
Tlpumenena memoouka Ka4ecmeeHHO20 MOOEIUPOBAHUs HA OCHOBE CYOBLEKMUBHBIX (IKCNEPMHBIX) OYEHOK U
MHO20YPOBHEBLIX AHAIUMUYECKUX Cemell C 2padayusimu 603MOMICHBIX PUCKOS. [ aHamu3a COBOKYNHOCMU
gaxkmopos, komopule Mo2ym 6bimb UCOYHUKOM BO3HUKHOBEHUS PUCKOGLIX CUMYAYULl 8 npoyecce OesimenbHoCmu
npeonpusmuil U npou3eo0Cms, 3AHUMAIOWUXCA UHHOBAYUOHHOU OesmMeNbHOCbIO UCHONb308AHA MEXHOI02US
KAYeCmEeHH020 MOOEAUPOBAHUs, KOMOPAs NO360Jsem QOpMUposams peKxomeHoayuy, npedcmasisiowue coootl
paziudnble 6apuanmol pewieHut, 015 Tuya, NPUHUMAIOWe20 PeueHus.

Knioueswvie cnosa: puckoobpasyiowue hpakmopwl, Kauecmeennoe MOOEIUposanue, AHAIUMUYECKUe cemu,
YDOBHU uepapxuu, Mampuya, nonapHoe cpasHenue.
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