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SECTION IX. APPLIED LINGUISTICS: TRENDS AND
ASPECTS OF STUDIES
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COLOR MAP OF TARAS SHEVCHENKO’S “KOBZAR” WITH MATHEMATICA

The article describes an idea and its realization process for creating Color Map (CM) for the
text — in particular “Kobzar” by Taras Shevchenko. CM is a composition, a grid made of colored
rectangles (or any other figures) — one for every name of color in the original text. Absolutely
objective result shows visually the distribution of particular adjectives. The original article is in
Computable Document Format (CDF) and is suitable for random text in Ukrainian considering
inflection and even derivation.
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Today there are a lot of instruments for natural language processing, many of them are highly
automated. Modern programming languages make it possible to process in detail the text data on the
level of separate symbols, groups of symbols (phrases and sentences), progressively some functions
to deal with sense and meaning appear. The amount of built-in string functions grows up, and it
makes the developer’s potential wider and helps to save time because of no need for manual
creating of such functions and procedures. For example, the procedure for measuring the difference
between two sequences — Levenshtein distance or the minimal editing distance — is to be written by
the developer on Python or else as a user defined procedure [Jurafsky 2009]. But in some modern
systems this procedure is included as pre-installed one. Computational software program
Mathematica from Wolfram Research, which is widely used in many scientific, engineering,
mathematical and computing fields [Wellin 2013] — and we’ll exploit it for linguistics — has a built-
in function EditDistance [x, y]. We suppose the major NLP algorithms — such as lemmatization,
word forms synthesis, POS-tagging and syntactical analysis or even automated translation,
described in [Bapanos 2003; Bonommn 2004; Tapuyk 2008; Kapminosceka 2006; Mapuyk 2000;
[Maptuxo 2008] — will become the built-in procedures.

This article is originally written in CDF format — Computable Document Format for
Mathematica system, or Notebook (*.nb) — and can be downloaded [danuirox 2014], so some code
in printed version will be hidden. To view CDF on your desktop you will need a free viewer from
[http://www.wolfram.com/cdf-player/].

So, the main goal of the article is to describe the process, instruments, and directly code for
automated generating a color map for random text in Ukrainian, and particularly for the “Kobzar”
by Taras Shevchenko — his 200-years anniversary approaches. Color map (CM) is a composition, a
grid made of colored rectangles (or any other figures) — one for every name of color in the original
text. Every usage of adjective meaning color — ‘6inuii’ (white), ‘wopnuii’ (black), ‘uepsonuit’,
(red), ‘3onomuii’ (gold) — in CP will be shown as square of the proper color. So, we can get a full
and absolutely objective presentation of lexical data from the particular text and some traits of
“world picture”, color concepts for the work of literature. It is a matter of topical interest in
Ukrainian linguistics and philology, so the instrument for automated color information retrieval
from any text is highly needed as we suppose.

You can think of CM as of automated infographics of language data visualization. The
common idea belongs to Tatiana Druzhnyaeva from Esquire and some aspects of coding to Roman
Osipov from Moscow State University of Fine Chemical Technology.

We divided our research into several tasks: 1) to retrieve all possible statistical information
from the text of “Kobzar” for further analysis; 2) to create some procedures (in code for
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Mathematica Language) to work with certain words and sentences; 3) to build a language model for
color names in Ukrainian considering inflection and some aspects of derivation; 4) to use the model
for generating CM of “Kobzar”, and to describe its perspectives.

The research object — text of “Kobzar” by Taras Shevchenko — basically is a txt-format file
from [litopys.org.ua], prepared for processing (in Unicode, every token is divided by space). And
the subject thus is a usage of color names represented in the form of CM.

So let’s begin with the first task. The text file — kobzar.txt — has to be in the same folder with
notebook file, and we read data from it to the variable kobzar:

Short[kobzar=Import[FileNameJoin[{NotebookDirectory[],"kobzar.txt"}]]]

When we apply to kobzar, we work with whole text and can get basic statistics — how many
symbols it contains:

StringLength[kobzar]

588995

or how many strings there are:

StringCount[kobzar,"\n"]

23929

or how many sentences approximately it has (assuming the normal sentence can ends with
dot, exclamation or question mark):

StringCount[kobzar, {».» »?»»!»}]

9044

or what symbols are used in text, in a sorted view:

Union[Characters[kobzar]]
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Turn your attention to the place where some special Ukrainian letters (framed) have appeared
after sorting. The reason is that in standard table of symbols they are located not within common
Cyrillic list but on rather accidental positions. This inconvenience you have to take into account
using regular expression (RE) patterns like “all Ukrainian letters from A to SI”. In fact, RE like /[€-
r]+/ is good enough for pattern “all Ukrainian letters”, but it returns a couple of non-Ukrainian
symbols — 3, », »1, 5.

Next step we move to words processing. A variable allWords contains all wordforms from
kobzar without capital/non-capital letters distinction — by replacing using RE:

Short[allWords = Sort[Tally[DeleteCases[StringSplit[StringReplace[StringReplace[kobzar,
Thread[Join[CharacterRange["A", "5"], {"€", "I", "I", "["}] -> Jom[CharacterRange[” "], {"e"
"i", "i", "r"}]]], RegularExpression["["" <> StringJoin@Join[CharacterRange["a", "s1"], {" e, "1",
" <> > L L #UT210 > #2[2]] &, 9]

The number of tokens in kobzar is 110617, and unique wordforms is 17617. 100 of the most
frequency ones are:

allWords[[1";;" 20011[["";:", 11]

{"1", "ue", "a", "B", "na", "ta", "3", "i", "qa", "mo", "y" "3a" "gx", "to", "tu", "u", "mo", "me",
"Tak", "qn", ">1<", "Horo", "mo0", "mo", "mene", "ui", "me", "cobi", "mMoB", "0", "Bce", "MeHi",
"matu", "mMos", "00", "J'IIOI[G" "mi", "Tebe", ”cepue” "c", "ax", "o", "Ton" "6yz[e" "CBlTl" "Bxke",
"mMu", "xou", "13", "ram", "0e3", "moku", "moxe", "XTO", "roro", "wexait", "ix", "mema'", "miTn",
"ooxe", "uan", "Bin" "6y110” "re", "Henaue", "on", "Bu", "mMoi", "Konn", "T}I)KKO" "6ora", "TIIBKO",
"Hac", "xe", "npo", "nmxo", "Mope" "mig", )106pe" "raku", "on", "yxe", "momoBuHa", "Tuxo",
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noon_~n n Al " n n n.n n n n n n nesen n noon n "

"capo3u", "o#t", "crapwmii", "cBow", "Bona", "kak", "orax", "goro", "ii", "oui", "mpyra",
"koro", "m", "komuce", "HiYOrO"

For creating the possibility to look for particular wordform in the text we build a function
wordPosition, which returns array of symbols positions.

replacements=Thread[Join[ CharacterRange["a","s"],{"e","1","i"," "} ]-
>Join[CharacterRange["A","s"],{"€","T","I","T"}]]

Here is the output for monons:

wordPosition["Tomoss"]

{{19462, 19469}, {40838, 40845}, {56587, 56594}, {134756, 134763}, {248726, 248733},
{308308, 308315}, {320139, 320146}, {517723,517730}}

If we find positions for dots (and other symbols at the end of the sentence — 17, “?”, “...”) it
will be possible to retrieve a whole sentence (sequence of symbols between two punctuation marks)
and put it to the variable sentence.

Short[dots = #[[1]] & /@ StringPosition[kobzar, {".","?","1","\[Ellipsis]"}], 5];

sentense[{min_,max_}]:=Block[{start=Select[Nearest[dots,min,10],#<min&][[1]]+1,end=Sel
ect[Nearest[dots,max,10],#>max&][[1]]},StringTake[kobzar,{start,end}]]

Combining wordPosition and sentence is a concordance for particular wordform:

Grid[Transpose@ {StringReplace[sentense /@ wordPosition["Tomoss"],

"\n" ->""1}, Background -> {None, {{Orange, LightGray}}},

ItemStyle -> Directive[16, Bold, FontFamily -> "Arial"],

Alignment -> Left, Dividers -> All]

Tpeba",

—Metepbypr] Tonona o gidposi BiTep BUE
, N'ynae no nonw , Kpai goporu rHe Tonono [o caMoro gony .

Ta v Bupocna MNaHHa Kapooka , AK TononA cepea nonA, MTHy4YKa Ta BUCOKA .

He npuiHAnUce Tpu AceHn , Tonona Bcuxana, NMoecuxanu Tpu ABopK , KanwHa 30B'ANa .

— | noxununace , MoB Tonona Of BiTPY XMNUTLCA B APY .

Now we have to define a common color model for using to build CM. Its relevance and
deepness in Ukrainian — including lemmatization accuracy and color concept detail — are crucial for
CM quality. The basic approach and the first step we use are to find adjectives, which signify colors
directly and consist of one wordform. We put those adjectives to array variable tc (table of colors)
and describe them with RGB model (the piece of code is quite long and is suitable for viewing in
digital version). The adjectives are: 6inuil, uepsonuil, 3enenutl, CuHill, HCO8MUIl, YOPHULL, CIPUIL,
podicesull, KOpUuuHegull, ONaKumHull, NYPRYPHULl, NYPRYPOSULl, OPAHICEesUll, NOMaPaHYesUll,
Qionemosuii, amapanmosuil, OYPUIMUHOBUL, aAMEMUCMOB8Ull, AOPUKOCOBUL, AKBAMAPUHOBUIL,
apcerosuil, cnapacesuil, bexceguil, 1aMyHHUL, OPOH308Ull, OPYHAMHUL, KAPMIHOBUL, MOPKEIHULL,
a3yposul, KAwWmaHosuil, WOKOIAOHUL, YUHAMOHOBUU, KOOANIbMOBUL, MIOHUl, KOPA1I0BUlL,
KVKYPYO3sHULL, O1a8amuuil, Kpemogull, MATUHOBUL, ONCUHCOBUU, CMAPA2008Ull, DAKIANCAHOBULL,
JUISIHUL, 30J10Mull, IHOU2o, Hepumoeutl, XaKi, Na6aHOHUl, JTUMOHHUL, OV3KOBUI, MALAXIMOBULL,
2IpUUYHULL, ONUBKOBUL, NOMAPAHYEBULL, NiN0GUL, NEePCUKO8ULl, 2pyuesull, OapE8iHKO8ULL, CIUBOBULL,
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oypuil, ipoicasuti, wagpanosuii, cangiposuil, 6azspsHull, cpiOHUL, OOIOMHUL, MAHOAPUHOBULL,
byosaxosutl, OIprO308Ull, YIbMPAMAPUHOBULL, (ioTemOoBull, NUUEHUYHUL.
And here is the fragment of the tc presentation:
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The color model also includes rules for retrieving different wordforms and finding their
lemmas, SO uepsonuii, uepsonozo, uepsona, uepeonii etc. will be represented by the lemma
yepsonuti and the red square. For that purpose we use sequentially a wordforms synthesis with the
dictionary of the stems and endings (generate all possible wordforms for every adjective in the table
of colors), then we find the positions for these wordforms in kobzar, assign these positions to
particular lemmas and finally range the lemmas as they appear in the text and replace them with
color squares.

Adjective inflection in Ukrainian includes hard (uepsonuit) and soft (cuwuit) groups,
contracted (uepsona) and non-contracted forms (uepsonas). The variables ColorEdningsTv and
ColorEdningsMk contain accordingly ending for hard contracted and non-contracted forms and soft
contracted and non-contracted forms:

nn nn LN L e L B L g L B L L L R Al L B I B L R A Nl 1 nuwnn nn

ColorEdningsTv={"uit","oro","omy","um","im","e","a","oi","1tt","y","or0","1","ux","um",

"I/IMH", "CG","aﬂ",HYIO","ﬁ"};
0o e _nn c1nn nn "monzn e on g nn

ColorEdningsMk={"iit","soro","somy","im","€","1","p01","10","por0","1","ix","imu", "ee",
"GCH,HSISI", "IOIO","i.l'"};

A variable colorRules includes a generated array of all possible wordforms for naming colors
(combination of stems from tc and endings from ColorEdningsTv and ColorEdningsMk) with built-
in probable modification of the adjective using affixes (6izuit — 6inenvruir). The fragment od code:

colorRules=Flatten[{Thread[Flatten[ Table[{"06ix",
"oinennk"}[v]]<>ColorEdningsTv[[u]],{Vv,2}{u,Length[ColorEdningsTv]}]]->White],
Thread[Table["cun"<>ColorEdningsMk[[u]],{u,Length[ColorEdningsMk]}]->Blue],...
Thread[Table["mmennun"<>ColorEdningsTv[[u]],{u,Length[ColorEdningsTv]}]-
>RGBColor[245/255,222/255,179/255]]}]

The positions of generated wordforms are retrieved to variable colorinformationPre and then
are sorted in colorInformation:

colorInformationPre={#,wordPosition[#]}&/@colorRules|[[;;,1]];

colorinformation=Sort[Flatten[Partition[Riffle[#[[2]],#[[1]].{2,-1,2}],2]&/
@colorIinformationPre,1],Mean[#1[[1]]]<Mean[#2[[1]]]&]
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And finally we build CM:

Panel[Grid[Partition[Graphics[{#,EdgeForm[Black],Rectangle[]},ImageSize-
>20]&/@(colorInformation][;;,2]]/.colorRules),30,30,1,""],Spacings->{0,0}]]

Here is the result:

W | W ] [T e
HEEEEN |

H NEEN | EEae
N | N | e e
O] S | Bl  EEENYeEE
I I

In digital version for this article a possibility to see the real sentence by clicking on the
particular square is added.

As a common conclusion: the procedure of creating CM for Ukrainian text in Mathematica is
rather complicated because of excluding of some symbols (e, i, i, r) from “normal” list in Unicode,
necessity to pass over the fact that Cyrillic letters are not included to the list of correct word
symbols in RE as Latin ones and digits. Other way creating some explicit functions helps to solve
that problem effectively. And the Mathematica system itself is a powerful environment for
computational linguistics studies with rich high-level programming language, and can be
recommended for studying by the students of philological departments in Ukrainian high schools.

As a particular conclusion: Taras Shevchenko’s “Kobzar” in a color conceptual point of view
is rich in color names, main of them are white and black, blue and red, green, and gray. Comparing
CM for “Kobzar” with CMs for other works of literature and folklore must be significant, but it’s a
subject for further studying. As it is maintained about Ukrainian in [Kostyn 2009: 51], “color
feature appeared in the language in diachronic sequence. In folklore initially the dominant is
represented by definitions of white and black, followed by red (triad white — black — red), later —
green and yellow, then — blue and brown.” It seems even superficially that Taras Shevchenko’s
work is close to national folklore and is a piece of common Ukrainian discourse.

The described method to build a CM form linguistics position is just a basic one. It can be
improved by adding to the color model derivative adjectives (6inse6uit, wopurowuir), verbs (6irimu),
and nouns (uopnoma), some Ukrainian names of secondary colors (scrno-zenenuit), closely related
lexicon — coat colors, etc.
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YV ecmammi onucawno ideto i peanizayiro npoyecy cmeopenHs Kolwboposoi manu (KM) ons
008i1bHO20 meKkcmy 63azani, u 30kpema 0ns «Kobzapay Tapaca [llesuenxa. KM — ye muoorcuna,
CimKa KONbOPOBUX NPAMOKYMHUKIE (ab0 iHwux ¢icyp), KodceH i3 AKUX CMOCYEMbCSA NeBHOI
KONbOPOHA38U (NleKceMu HA NO3HAYEHHs KONbOpY) ¥ euxioHomy mekcmi. Llinkosumo 06’ exmugHuil
pe3yibmam 0emMOHCmpye oucmpuoyyiro 8i0nosioHux npukmemuuxie. Opucinan cmammi cmeopeHo y
nosimubomy CDF — gopmami obuucniosanoco O0okymenma, i modxce Oymu 3aCmoco8aHull 00
008i1bHO20 MEKCMY YKPAIHCLKOI0 MOBOIO 3 YPAXYBAHHAM CLOBO3MIHU Ul CIOBOMEBOP) .

Knouosi crnosa: konvoponassa, mosua mooens, crososmina, Illlesuenko, MATHEMATICA.
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