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1. Introduction
Talent forecast includes ownership forecast, de-

mand forecast, construction of ownership forecast, 
construction of demand forecast and talent evalua-
tion system, etc. which is a complex social system 
engineering [1]. Horng-Jiun Lin found that as a tra-
ditional tool for prediction, Delphi method has been 
accepted widely and used in technology forecast, tal-
ent forecast and trend forecast, etc [2]. To meet the 
requirements of random and non-stationary service, 
Righter developed Markov decision process model. 
This model has been applied to the service organiza-
tion to solve the problem of talent requirement, and 
achieved effective results [3]. After research on the 
combinatorial problems, Shen thought that if there are 
several methods that can predict the same problem, 
we can use a combinatorial forecast method [4]. Jin 
Y Q studied from the increment of labor supply and 
demand aspect, considering the impact of the finan-

cial crisis and the upgrading of industrial structure to 
the demand of employment. She forecasted the sup-
ply and demand of the labor of 2001-2020 and called 
on the government to take positive measures to solve 
the employment problem [5]. From the unsuitability 
of university professional structure and economic de-
velopment, Wang Y R predicted the number of tal-
ent from university as well as the quality, level and 
structure, finding it can’t meet the demand of social 
development, as a result of the trend of the diversifi-
cation of industrial and technological structures. Thus 
the author forecasts that adjusting professional struc-
ture has become the inevitable choice to universities 
to culture talents [6]. Zhao X predicted the number of 
employees on the marine using gray prediction model 
GM (1, 1). Results showed that the demand for ma-
rine employees will reach 459.55millon and marine 
technology talent 68.93millon [7]. Zhao H analyzed 
the percentage of various foreign talents in the market 
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in Henan, concluding that, in the coming decades, it 
will be saturated for the talents familiar with only one 
foreign language, while compound talents who are 
familiar with basic knowledge and theory on foreign 
affairs, foreign trade, economics, law, news, political, 
etc. will be very popular [8]. Zhu Y G analyzed the 
current human resources in Xinjiang, making full use 
of the function of human resources planning, com-
bining the local real demand for talent, using mul-
tiple linear regression model and obtained the spe-
cific number of technical talents specific in coal, coal 
electric and chemical industry, according to which he 
made a realistic talent training objectives and the spe-
cific programs [9].

In this paper, to compensate for the flaws in fore-
casting the demand of talent using SVM, a model for 
forecasting the demand of talent based on simulated 
annealing algorithm SVM was put forward.

2. Demand forecast model based on SVM 
Supporting vector machine is based on the prin-

ciple of structural risk minimization. The structural 
risk minimization principle solves the anti-excessive 
study problem in traditional learning algorithms. 
SVM algorithm is higher both in precision and effi-
ciency [10].

Given the training set
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Classification problem is looking for a real-valued 
function in space, through the decision function.
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Infer the output according to the either input x.
The model of optimization problems can be ex-

pressed as follow
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According to the SVM algorithm above, talent de-
mand forecast model was built and simulation experi-
ment was put on it. Three parameters were assigned 
to SVM manually, 100=C , 0.00054ε = , 0.0036σ = , 
the predicted effect figure was obtained as follow:

From the simulation results, it can be seen that the 
talent demand prediction model based on SVM algo-
rithms also has some defects as follows:

Standard SVM, in time series forecasting and ap-
plications in other fields, is same for error penalty pa-
rameter C and request parameter of different samples, 
that is, for different sample data, its accuracy, pre-
cision deviation punishment is non-discriminatory. 

Figure 1. SVM-based prediction algorithms talent

However, in practice, it is often found that some date 
has big importance and small demand training error, 
while these dates have less importance and allow cer-
tain training error. For example, in reliability predic-
tion, the recent dates of the sample are often consis-
tent with the environment of the dates to be predicted, 
thus it can provide more information.

3. Parameter optimization of SVM algorithm
3.1. Convergence optimization of simulated an-

nealing algorithm
The simulated annealing algorithm originated 

from the simulation of complex compound optimiza-
tion problem and the annealing of solid. This paper 
firstly did convergence optimization to the simulated 
annealing algorithm.

(1) Convergence optimization based on Distur-
bance

This paper used a new disturbance model, which 
use Cauchy as the theory of disturbance distance. It 
can be expressed as:
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It can be deduced as

 tan( )∆ = π⋅x T z   (5)
Where z is a random number ranging from 0 to 

0.5. In the task diagram, ∆x represents the number 
of the node changed when moved from current divi-
sion to the new division, that is the distance between 
the current and the new. Because there are differences 
between the total node and annealing temperature, it 
needs to make normalization process. However the 
obtained ∆x [0, N], the upper limit of the inner loop 
calculation complexity of the algorithm is ο(K.N), 
where N represent the number of task, K is the num-
ber of annealing under each temperature and it is a 
constant. Obviously the complex of the inner loop 
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calculation is only related to N, and it will increase 
when N is big.

Set the outer cooling times of random disturbance 
model simulated annealing algorithm as M, then the 
calculated complex is ο(M.K.N) using the algorithm 
of disturbance model. Therefore, in extreme cases, 
the computation time in improved perturbation model 
algorithm is bigger than that in random disturbance 
model, thus this paper dealt with ∆x, so that so com-
plex of inner loop can be reduced and ∆x will change 
as T changed. The improved method is as follow:

 ∆ = ε∆x x   (6)

Where ε is a small number. The complex of the 
improved inner loop is ο(K). The computation de-
creased sharply and ∆x is also the function of T af-
ter treatment, having larger distance when in higher 
temperature. It can search in bigger range and can ac-
celerate the convergence when in lower temperature, 
searching in the current division.

The convergence optimization based on annealing 
progress

Annealing progress is an important parameters 
controlling algorithm convergence rate. From the 
pseudo-code of the simulated annealing algorithm, it 
can be seen that temperature is one of the two condi-
tions that control the algorithm termination. However 
temperature is controlled by the speed of annealing, 
the speed of annealing affecting the convergence rate 
directly. The method of annealing rapidly is as fol-
low:
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(7)

But the annealing progress is:

 ( )= α k
kT T   (8)

T represents temperature, and k represents the k-th 
cooling process. αis cool factor ranging from 0.92 to 
0.99 and usually value 0.96. It can be derived that 
Tk is the exponential function of k which decrease 
slowly for 1α → . But annealing schedule function is 
inverse function which decreases more rapidly than 
annealing process of standard simulated annealing 
algorithm. Therefore, annealing progress can acceler-
ates the termination of algorithm but will decreases 
the frequency of outer loop algorithm. The algorithm 
does not search enough solution space. Algorithm 
may have ended not finding approximate global opti-
mal solution. Therefore this paper modifies annealing 
schedule, properly controlling cooling process and 
decreases the cooling rate by multiplying k a weight 
A (A<1), so that the algorithm can fully iterative. The 
improved annealing process is as follow:
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⋅k
TT

A K
  (9)

The improved annealing schedule solved the 
problem that there is little space because of the fast 
annealing rate, which will lead to the algorithm end 
before getting approximate optimal solution. And the 
rate is faster than standard simulate annealing algo-
rithm, making it possible to get approximate optimal 
solution in the case the algorithm iterates fully.

(2) Convergence optimization base on effective 
offset

In the style of solution generation, this paper put 
forward the concept of effective offset, combine 
with the success—failure method and variable scale 
method. Effective offset refers to the offset when the 
current solution is accepted. If the previous offset is 
not effective offset, then the improved function of the 
solution is as follow:
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Where X is iterative initial solution, Y is iterative 
new solution. U, W is random variable in [-1, 1]. i is 
vector component. ia and ib are upper and lower limits 
of the i-th vector. m is a constant and it is bigger than 
1, in this paper, m=3.

If the previous offset is effective, then implement 
success—failure method to it; If the accepted value 
of penalty function of the current solution decreased, 
offset marked sign of success, if not, sign of failure. 
This paper put forward a generation function of itera-
tive offset as follow:
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Formula (18), (19), (20) can improve the calculat-
ing effective and reliability of simulation annealing 
algorithm. On the on hand, it keeps the temperature 
decrease properly, on the other hand, it make the gen-
erated vectors maintain a certain degree of spread.

To find the chemotactic search effect increasing 
the minimum, random number and the current opti-
mal variable metric was adopted. This paper put for-
ward to a new search interval calculation method.
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Where il  is the component of the current optimal 

solutions; in is pseudo-random number ranging from 
1 to 20, using for Shortening the search range and im-
proving search efficiency. In the topical search stage, 
narrow adaptive factor at a certain ratio while cool-
ing, K: K=K/1.01.

3.2. SVM parameter optimization based on 
simulated annealing algorithm

This paper introduced simulation annealing algo-
rithm to SVM parameter selection, which will greatly 
improve SVM accuracy. When the simulated anneal-
ing algorithm used to the parameters selection of 
SVM, the concrete steps are as follows:

(1)To set upper limit for the three parameters sup-
porting vector machines and then give initial numbers 
and feedback to the SVM model. The absolute value 
of the prediction error is defined as system state (E). 
Here it can reach the initial state (E0).

(2)Move randomly so that the system translates 
from initial state to critical state. There will be a col-
lection of three parameters appear during this period.

(3)Decide whether accept or reject the critical 
state using the following formula State []:
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In formula (20), p is a random number deciding 
whether accept critical state or not. If accepting the 
critical state, set critical state as the current state.

(4) If not accept critical state, return to (2). If the 
current state is not better than system state, then re-
cycle (2) and (3) until the current state is better than 
system state. In the end, set the current state as the 
new state. Previous study thought that it should set 
the maximum number system returned saN  should be 
100d  to avoid endless loop. Na represents dimension 
of problems. When determine the SVM parameter, 
three parameters(σ,C,ε) determine the system state, 
so set saN  as 300.

(5) After acquire the new parameter, reduce the 
temperature. The temperature reduced can be ac-
quired from the formula:

  ,0 1= ×ρ < ρ <new oldT T   (16)

In this paper, ρ < was set as 0.9. If it reach the tem-
perature determined previously, then the algorithm 
stop and the new state is approximate optimal solu-
tion. If not, return (2).

In the process of determining the optimal param-
eter of SA-SVM, we consider mean absolute percent-
age error (MAPE) as a criterion.
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Where n represents the number in forecast period; 
id is the actual generated value in period I; iy is the 

predictive value of talent demand in period i.
4. Algorithm simulation experiment
In order to verify the effectiveness of the im-

proved algorithm is proposed in this paper, we take 
simulation experiments on it. First, we simulate the 
convergence of the improved simulated algorithm, 
the results are discussed:

Then, we regard the social demand data from 2008 
to 2012 as input quantity, using the SVM algorithm 
which optimizes based on the simulation annealing 
algorithm proposed by this article to forecast the so-
cial talented person demand, the results are discussed: 

Learning from the simulation result, improved 
simulated annealing algorithm proposed by this ar-

Figure 2. The convergence of simulated annealing 
algorithm simulation

Figure 3. Improve the prediction accuracy of SVM 
algorithm simulation
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ticle has better convergent, as for veracity, the SVM 
algorithm which optimizes based on the simulation 
annealing algorithm is higher than the original SVM 
algorithm.

5. Conclusion
In recent years, with the development of global 

economic, Global industry are rapidly transform-
ing and optimizing. And in the same time, economic 
social demand more to talent to meet the economic 
development and change. Thus, it has been the ur-
gent needs to forecast the demand of the talent mar-
ket legitimately and effectively to employees, en-
terprises, region and global .This paper put a talent 
demand forecast model based on simulated annealing 
algorithm to optimize the SVM algorithm against the 
flaws in talent demand forecasting of SVM. Simula-
tion results show that improved proposed model has 
better prediction accuracy.
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