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DESIGNING OF FAULT-TOLERANT RADIO ELECTRONIC SYSTEMS
WITH COMPLEX MAJORITY STRUCTURES

In the paper it is solved the scientific-applied task of increasing degree of adequacy of analytical reliability
models of fault-tolerant radio electronic systems (RES) for solving tasks of reliability analysis and parametric
synthesis of RES. These RES are based on majority structure. An analytical reliability model of fault-tolerant
RES with reconfiguration of majority structure core, which takes into account the changing rules of voting, is
developed. Proposed model of fault-tolerant RES allows us to design the RES, which keep on the principle of
majority voting after technical systems failures. Two analytical models of reliability of fault-tolerant RES with
two-level principle of majority voting are developed. Improved analytical reliability model of maintained fault-
tolerant RES based on majority structure with sliding redundancy and fixed rule of vote, allows solving tasks
of multivariate analysis (different variants of the algorithm of redundancy using and disaster recovery strate-
gies). This model can solve tasks of reliability parametric synthesis by finding compromises between chosen
parameters of fault-tolerant RES and carry out comparative research of their reliability.

Keywords: reliability, fault-tolerant radio electronic system, majority structure, reliability designing, re-

configuration, disaster recovery strategy, sliding redundancy.

Introduction

In designing of the systems of responsible destina-
tion or critical systems, the one of the difficult and im-
portant tasks is to ensure requirements to their reliabil-
ity. There are critical systems or responsible systems
such as: emergency protection system of nuclear power
plants [1, 2]; fault-tolerant system TRICON, which is
used in emergency protection systems for petrochemical
and chemical plants; fire safety systems of floating plat-
forms; fault-tolerant system TMS-1000R, which pro-
vides protection and control of gas and steam turbines
[3]; vehicle-borne information and control computer
systems [4], as well as informational and control sys-
tems of military and civil aviation [5]; centralized sys-
tems of control subway and rail transport [6-7].

First of all, the insufficient level of reliability such
radio electronic systems (RES) can lead to the material
losses, and, in the worst case, to even more serious con-
sequences of environmental disasters or human victims.

Ensuring the reliability of such systems on design
stage can be provided by selecting and developing of
fault-tolerant structures and determining their require-
ments for maintenance.

Fault tolerant system with the majority redundancy
are widely used in designing of critical systems.

There are such typical fault-tolerant configuration
of RES with the majority redundancy which are practi-
cally used:

— fault-tolerant RES basing on majority structure
(MS) with fixed decision rule;

— fault-tolerant RES with reconfiguration of ma-
jority structure core;

— fault-tolerant RES with two-level principle of
majority voting (fault-tolerant RES using the majority
structures embedded in the majority structure).

The main advantages of using such structures are:
protection from failures; absence of downtime; simplici-
ty of control and diagnostics.

In practice of designing such structures, it is wide-
ly known fault-tolerant system with majority structure
"2 out of 3". For such fault-tolerant RES it is used the
maintenance of sliding redundancy during continuous
performance. Important task is to determine the re-
quirements for the maintenance and sliding redundancy.
In the available publications, such systems are used, but
the adequacy of the developed models requires signifi-
cant increase. Particularly there are not taken into ac-
count: repair parameters, control and diagnostics, and
for the duration of the recovery process exponential
distribution law is used.

Fault-tolerant RES with two-level principle of ma-
jority voting are used to improve the reliability of in-
formation and control systems, onboard systems. How-
ever, models and tools that enable reliability analysis of
such structures are absent in the literature.

Fault tolerant RES with reconfiguration and adap-
tive voting element are used during long-term perfor-
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mance for non-maintained systems. The models of fault
tolerant-RES with reconfiguration of structure are
known in the literature. However, in these models the
majority principle of redundancy system is lost after the
reconfiguration procedure. An important task is to show
the possibilities of fault-tolerant electronic system with
reconfiguration of majority structure, provide the prin-
ciple of majority voting and all its positive qualities.

In addition, important task is to compare the relia-
bility of all variants of configuration of fault-tolerant
RES with majority structure. To summarize the above,
we can assume that for fault-tolerant RES with complex
majority structures the mathematical models either are
absent or need substantial improvements in their degree
of adequacy.

The actual problem is the task of developing math-
ematical models to solve problems of reliability design-
ing of non-maintained critical electronic systems with
different variants of implementation of fault-tolerant
RES basing on the majority structure.

Development of reliability model
of non-maintenance fault-tolerant electronic
systems with reconfiguration
of majority structure

The reliability of non-maintained RES for long-
term performance is provided by the use of fault-
tolerance, MS with fixed decision rule and sliding re-
dundancy of technical systems (TS) in core [8]. In the
paper [9] long-term performance of fault-tolerant RES
is provided by procedure of core reconfiguration of MS.
Fault-tolerant RES with the "2 of 3" structure after the
failure of two TS in core is reconfigured, then the last
operable TS continues working. Fault tolerant RES with
the "3 out of 5" structure the after the failure of three TS
in core continues working as a fault-tolerant RES with
single redundancy. In these variants of reconfiguration
procedures, the fault-tolerant RES loses the positive
qualities of the majority principle, namely: the protec-
tion against failure; absence of downtime in case of TS
failure; simplicity of control procedures and diagnosis.
Models of these systems are developed with the as-
sumption, that the voting element is faultless. This caus-
es an absolute reliability reconfiguration procedure, that
in turn reduces the adequacy of the proposed models.
The proposed model doesn’t consider the possibility of
the sliding redundancy using.

Practical interest has the reconfiguration procedure
of MS core, which allows us to keep on the majority
principle when TS number in core decreases. However,
in certain publications about fault-tolerant RES with MS
are absent models for evaluation of efficiency of this
reconfiguration procedure.

List of procedures, which form the behavior
of fault-tolerant RES after failure
of technical system in core

In developing the model of fault-tolerant RES
there are counted its reliability behavior representing the
following list of procedures.

The procedure 1. Detection of failed TS in the core
and disable it.

The procedure 2. Connection of TS from hot re-
dundancy to the core. This procedure gives the alterna-
tive of connection or non-connection of TS from hot
redundancy to the core as result of switch failure. The
number of redundant TS doesn’t change when TS
doesn’t connect to the core. If connection is successful,
failed TS is replaced in the core.

The procedure 3. Switching of TS from cold re-
dundancy to the hot redundancy. This procedure is
characterized by duration, which determines the time
spent on software loading. The procedure can be suc-
cessful and unsuccessful.

The procedure 4. Reconfiguration of MS core.
This procedure involves changing the rule of voting in
adaptive voting element (AVE) and correspondingly
changing in the number of TS in core. Two variants of
conditions of reconfiguration procedure launching core
of MS are considered.

1. In the first version, the reconfiguration of MS
core occurs after the first failure of any TS in the core
when there is no connection with redundant TS or slid-
ing redundancy is exhausted. The disagreement detector
sends the command to AVE to reconfigure after detec-
tion of inoperability of TS in the core and establishment
of the fact that it is not fault but failure. Then inoperable
TS turns off, one operable TS is transferred to the re-
dundancy and the core changes the decision rule. For
example, if 9 TS are in the core, so decision rule was "5
out of 9", then after reconfiguration 7 TC are in the core
and decision rule is changed to "4 out of 7". The AVE
gives alternative correspondingly with keeping and not
keeping of reconfiguration of MS core. In other case,
fault tolerant RES loses the ability to reconfigure, but
ensures operability until the core will be equal to
((n-1)/2) TS, where n always is an odd natural number.

2. In the second version, the reconfiguration of MS
core is carried out before critical state when the number
of TS in the core is the minimum for proper operation of
the MS, i.e. (n+1)/2). For fault-tolerant configurations
of RES if the core of MS has an odd number of TS, one
TS core is transferred to the sliding redundancy. For
example, if the core has 7 TS, decision rule is "4 out of
7", then after reconfiguration the core has 3 operable TS
and decision rule is changed to "2 out 3". In other case,
fault tolerant RES continues to operate unchanged and it
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goes into critical failure when the next TS fails in the
core.

Development of structural-automatic model
of fault-tolerant RES with reconfiguration
of majority structure core

Model was developed by technology [10], which
allows automation the development of graph of states
and transitions. It is important for solving problems of
multivariate analysis and parametric synthesis. A soft-
ware module ASNA-1 provides the practical use of this
technology.

This technology is presentation of the researched
object in the form of structural- automatic model
(SAM). For SAM development of fault-tolerant RES it
is carried out: definition of basic events which occur
and are caused by reliability behavior algorithm; deter-
mining of the state vector components; determining of
the conditions and circumstances, when the basic events
occur; calculation of formulas of basic events intensi-
ties; formation of rules modification of the state vector
component of fault tolerant RES.

The developed SAM as formalized presentation of
the research object is input in software module ASNA-
1, which builds graph of states and transitions, basing
on which, system of Kolmogorov-Chapman differential
equations is formed. Reliability indexes (probability of
faultless work and MTTF) of fault-tolerant RES is de-
termined by numerical method using MathCAD or
MathLab.

Mathematical model of fault-tolerant RES
with reconfiguration of majority
structure core

The model takes into account the following pa-
rameters, namely: n — initial number of TS in core of
MS; m — initial number of TS in cold redundancy;
A — failure rate; Prec — probability of successful recon-
figuration; Ph — probability of successful TS connection
from hot redundancy to the core; Pc — probability of
successful TS connection from cold redundancy to the
hot redundancy; Th — mean time of TS connection from
hot redundancy to MS core; Tc — mean time of TS con-
nection from cold redundancy to hot redundancy;
Trec — mean time of MS core reconfiguration.

Mathematical model of fault-tolerant RES with re-
configuration of majority structure core for the first ver-
sion of start conditions of reconfiguration procedure is
presented in the form of linear homogeneous differential
equations of the first order (1). The mathematical model
is formed by the graph of states and transitions, which
has the following parameters: 29 states and 79 transi-
tions.

dp, (t
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Comparison of fault-tolerant RES
reliability: with MS reconfiguration
and without MS reconfiguration

The researched results are presented in Fig. 1. Re-
search were conducted for these parameters: initial
number of TS in MS core n = (5, 7, 9); failure rate A =
100 failures /106 hours; mean time of TS connection
from hot redundancy to MS core Th = 0,0001 h; mean
time of TS connection from cold redundancy to hot re-
dundancy Tc = 0,01 h; mean time of MS core reconfigu-
ration Trec = 0,01 h; probability of successful reconfig-
uration Prec = 0,999; probability of successful TS con-
nection from hot redundancy to the core Ph = 0,999;
probability of successful TS connection from cold re-
dundancy to hot redundancy Pc = 0,999.

1
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Fig. 1. The probability of faultless work of fault-tolerant
RES with reconfiguration and fault-tolerant RES
with fixed decision rule depending on the duration
of RES performance

Research demonstrates that the usage of fault-
tolerant RES with reconfiguration of MS in comparison
with fault-tolerant RES with fixed decision rule im-
proves the reliability (mean time before failure): to
fault-tolerant RES with MS "5 out of 9" in 2,4 times (or
by 140%); to fault-tolerant RES with MS "4 out of 7" in
2,1 times (or by 110%); to fault-tolerant RES with MS
"3 out of 5" in 1,6 times (or by 60%). This confirms the
efficiency of reconfiguration procedure for the MS core
of non-maintained RES.

—{t, hours
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Determination reliability
of RES based on model
with reconfiguration core of MS

Research were conducted at these parameters: ini-
tial number of TS in MS core n = 7; initial number of
TS in cold redundancy m = 1; failure rate A = 100 fail-
ures /106 h; mean time of TS connection from hot re-
dundancy to MS core Th = 0,0001 h; mean time of TS
connection from cold redundancy to hot redundancy
Tc = 0,1 h; mean time of MS core reconfiguration
Trec = 0,01 h; probability of successful reconfiguration
Prec = 0,999. The research results are presented in
Fig. 2.
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Fig. 2. The probability of faultless work of fault-tolerant
RES with reconfiguration depending on the duration
of its performance for different values of P, 1 P,

Research showed (Fig. 2) that for high reliability
of non-maintained RES the values of probability of suc-
cessful TS connection to the core and successful TS
connection from cold redundancy to hot redundancy
should not be lower than 0,99. Higher requirements for
switch does not provide significant increase of reliabil-
ity indexes.

Development of reliability models
of non-maintained electronic systems
with two-level principle
of majority voting

To ensure high level of reliability of RES of criti-
cal application, in work [11] it is shown the block dia-
gram of fault-tolerant RES using three majority struc-
tures embedded in majority structure. In this publication
it is called "fault-tolerant RES with parallel-hybrid re-
dundancy". The system includes: N cores, each of
which includes M operating units (technical systems)
and voting element. Such fault-tolerant RES are used
for design of control systems.

However, in known publications, which deal with the
problem of designing fault-tolerant RES, the models using

two-level principle of majority voting are absent. There-
fore, the task of developing such models of fault-tolerant
RES is very actual. For solving this problem two models of
fault-tolerant RES using two-level principle of majority
voting were developed, limit performance is determined by
two rules: the first case the fault-tolerant RES is inoperable
after critical failure in 2 core; in the second case the fault-
tolerant RES is inoperable after critical failure in the last
core. These models take into account the sliding redundan-
cy, which is formed from operable TS after VE core failure
or 2 TS in one core.

Configuration fault-tolerant
of RES with two-level principle
of majority voting

The fault-tolerant of RES (block diagram is pre-
sented in Fig. 3) consist of: three cores, each of them
includes 3 TS; redundant TS (appears in the process of
fault-tolerant

RES performance); the disagreement detector for
detecting failed TS (DD1); the disagreement detector
for detecting failed cores (DD2); voting elements for
1-st, 2-nd and 3-rd core (VE1, VE2, VE3); finite voting
element (FVE); switch.

Accordingly, the signal is sent from each output
from VE to KVE. The initial number of TC in each core
is equal to three and decisions rule of each VE is fixed.

Localization of failed TS in the core. Control of TS
performance in the core is carried out by DD1. This
disagreement detector performs the comparison at each
step of output signal from VE in the core (VEI1, VE2,
VE3) with the signal from the output of each TS. Disa-
greement of one TS signal with VE output signal in the
most cases indicates on software fault in this TS, be-
cause the fault rate exceeds the failure rate. If you find
disagreement, the TS testing starts. If the testing detects
fault, TS software restarts and then continues as part of
the core. Otherwise, DR1 sends signal that TS in the
core is inoperable. After that the detected failed TS is
disconnected from the core and the redundant TS con-
nects (if it is available).

Localization of failed core of fault-tolerant RES.
Control of the cores of fault tolerant RES carried out by
DD2. This disagreement detector performs the compari-
son of output signals from VEI, VE2, VE3 with the
signal from the output from KVE. If they don’t match,
DD2 sends the signal about inoperation on correspond-
ing core of fault-tolerant RES, as a result of lack of TS
for correct performance of the core, i.e., when in the
core it is one operable TS or when voting element (VE],
VE2, VE3) fails. After that the transfer of remained
operable TS from the core to sliding redundancy or oth-
er cores, where the TS number is less than initial.
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Fig. 3. Block diagram of fault-tolerant RES the two-level principle of majority voting

Solving problems of reliability design
of fault-tolerant RES with two-level
principle of majority voting

For this configuration fault-tolerant RES with two-
level principle of majority voting two reliability models
were developed, according to presented methods in par-
agraph 2.3.

1. Investigation of the probability of failure of RES
depending on the duration of its performance. In this
study, we are talking about fault-tolerance RES with
majority three structures embedded in majority struc-
ture. This RES is inoperable after critical failure of 2
cores. Mathematical model of fault-tolerant RES is a
system of linear homogenecous differential equations
consisting of 80 equations. Calculations were carried
out for these parameters of fault-tolerant RES: initial
number of TS in each core is equal to 3; failure rate of
TS in the core is = 0,0001 1/h; the mean time of connec-
tion TS from the sliding redundancy to the core is
T=0,1h.

Research results of probability of faultless work of
fault-tolerant RES depending on duration of its perfor-
mance for different values of the ratio of the VE failure
rate and TS failure rate in the core are shown in Figure
4. The nature of dependencies suggests the feasibility of
study of dependence of the mean time to failure of fault-
tolerant RES and VE failure rate to TS failure in the
core.

2. Investigation of mean time of faultless work of
fault-tolerant RES with two-level principle of majority
voting. This RES is inoperable after critical failure of 2

cores. Research results of mean time to failure fault-
tolerant RES depending on the ratio of the VE failure
rate and TS failure rate in the core are shown in Fig-
ure 5.
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Fig. 4. The probability of faultless work of fault-tolerant
RES with two-level principle of majority voting
depending on the duration of its performance
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Fig. 5. Mean time to failure fault-tolerant RES
depending on the ratio of the VE failure rate

and TS failure rate in the core
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Table 1
Mean time to failure fault-tolerant RES
depending on the ratio of the VE failure rate
and TS failure rate in the core

Fault-tolerant RES with two-level principle of majority
voting which is inoperable after critical failure

of 2 cores
T., h 4282 | 5485 | 6840 | 7034 | 7193 | 7229
Ame/An 1 0,5 0,1 0,05 | 0,01 | 0,001

The results show that the reliability index (mean
time to failure) increases on 2558 hours or in 60% while
VE failure rate decreases (the parameter range of 0..11).
further reduce of the VE failure rate (VE1, VE2, VE3)
does not significantly increase the reliability index. The
usage of VE1, VE2, VE3 with failure rate lower than
A,. = 0,00001 1/h is not appropriate for given fault-

tolerant RES.

Development of reliability models
of maintained fault-tolerant radioelectronic
systems with majority and sliding
redundancy

When for development of maintained critical fault-
tolerant RES it is necessary to provide the required level
of reliability, the fault-tolerant RES with fixed decision
rule of MS is used [12]. Reliability of these RES during
long-term performance is increased by using sliding
redundancy of TS and appropriate maintenance strate-
gy [13].

Above for the construction reliability models of
fault-tolerant RES it was assumed that the duration of
all processes, which occur in the system, has exponen-
tial distribution. With this assumption the intensity of
events flow is constant in time values. To improve the
adequacy of models, and therefore the accuracy of the
reliability indexes, it should be taken into account the
actual distribution laws. In reality, the duration of the
recovery process, which includes spent time for the ar-
rival of repair crew and duration of repair, has the dis-
tribution law may similar to the Erlang distribution of
4-th order. Therefore, the second phase of the transfor-
mation graph uses the Erlang phases. The main essence
of this method is that each transition of inhomogeneous
Markov model is replaced by group of fictitious states,
transitions between which are stationary. So developed
homogeneous Markov model is close to the real system.

Description of recovery strategies

For the studied fault-tolerant RES during its per-
formance the maintenance with recovery strategy is
provided.

Repair crew is located far from the object, that
makes significant impact on the repairman arrival time
and reliability indexes. Therefore, the actual problem is
the choice of such moment of time when repair crew
receives a call and go to the object. This paper shows
the impact on the reliability indexes of two limiting op-
tions of calling the repair crew:

1. Repair crew is call when instant TS failure lead
to catastrophic failure (sliding redundancy is empty and
number of operable TS n the core is minimal).

2. Repair crew is call after first TS failure in the
MS core.

In the developed model repair crew capabilities are
presented as follows:

- when the repairman arrives to the object, he car-
ries out recovery of all inoperable TS of fault-tolerant
RES. Recovered TS supply MS core and sliding redun-
dancy;

- number of repairman interventions (repairs) is
limited, due to the number of available spare repair Kits,
which are allocated for maintenance of fault-tolerant
RES;

- duration of recovery work at whole includes di-
rectly the repair duration and repairman time spent for
arriving to the object.

In the time interval after calling the repair crew
and to the moment of repairman arrival to the object
(before repair) the TS failure is possible. The probabil-
ity of TS failure in the MS core during repair (replace-
ment) of failed modules is not considered. According to
the task of the study the models of fault-tolerant RES,
according to the first and the second variants of calling
the repair crew, were developed.

The developed model takes into account the fol-
lowing parameters, namely: n — initial number of TS in
core of MS; m — initial number of TS in cold redundan-
cy; r —maximum number of spare TS in stock to replace
(repair) defective TS; A — failure rate; Pc — probability
of successful TS connection from cold redundancy to
MS core; Tc — mean time of TS connection from cold
redundancy to MS core; Trem — mean time to repair of
TS; Tp —mean time required to arrival repair service;
K — component, which determines the order of Erlang
law.

Comparison of the reliability indexes
of fault-tolerant RES for the first mainte-
nance strategy, estimated for exponential
distribution law and Erlang distribution

law of 4-th order

Calculations were carried out for these parameters
of fault-tolerant RES: n = 5; m = 2; A = 1000 fail-
ures/10° h; r = 8; T, =01h T, =01h T =1h
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p=1/(V4-T,, +T,) — intensity of inoperable TS re- It is necessary to determine the minimum number
covery. of repairs TS for repair service for ability to provide the

Obtained results (Fig. 6) show that the reliability
index (mean time to failure), which was determined
without regard to actual distribution law for the recov-
ery duration, is underestimated about 20% for the level
of probability equal to 0,9.
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Fig. 6. Mean time to failure fault-tolerant RES
depending on the duration of its exploitation

Comparison of three configurations
of fault-tolerant radio electronic systems
basing on majority structure

It is necessary to compare the reliability of these
variants of non-maintained fault-tolerant RES, which
are equivalent in terms of the TS number (all RES vari-
ants have 9 TS) 1 - fault-tolerant RES using two-level
principle of majority voting — three MS embedded in
MS with rule "2 out of 3"; 2 - fault-tolerant RES using
three MS embedded in MS with rule "1 out of 3";
3 - fault-tolerant RES with reconfiguration of core "5
out of 9"; 4 - fault-tolerant RES with reconfiguration of
core "4 of 7" (2 TS are redundant); 5 - fault-tolerant
RES with reconfiguration of core "3 out of 5" (4 TS are
redundant).

The results (Fig. 5) of comparisons show that the
best reliability for a given set of input parameters is
provided by fault-tolerant RES with reconfiguration of
MS core "3 out of 5" plus 4 TS in redundancy.

t, hours

<4000 = 8000 "= 12000 = 16000 = 20000 == 24000

Fig. 7. Comparison of the reliability of fault-tolerant
RES with reconfiguration of MS core and fault-tolerant
RES using two-level principle of majority voting

probability value failure Rb.r. = 0,9 in the range of
10,000 operating hours for failover RES structure based
on the majority of the "2 of 3".

The research reliability of fault-tolerant
RES with majority structure "2 out of 3"
for different number of repair

Necessary to determine a minimum number repairs
of TS to predict for repair service that fault tolerant RES
with majority structure "2 out of 3" could provide value
probability uptime R = 0,9 in the range of operation
10000 hours.

Calculations of performed under such parameter

values: n = 3; An = 1-10-4 1/hour; Tp = 3 hours;
Trem = 0,3 hour. Research results are presented in
Fig. 8.
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Fig. 8 The dependence of the probability failures work
fault tolerant RES with MS "2 out of 3" (in the range
of 10,000 hours) on the number of repairs

The results of research have shown that in order to
provide a given level of reliability for repair service
should provide at least 4 repairs, for a given input pa-
rameters.

Conclusions

As part of this task, the following scientific and
practical results are obtained:

- new reliability model of fault-tolerant RES with
of reconfiguration of the core of majority structure was
developed. This model takes into account the change of
the decision rules and appropriate reconfiguration of the
core majority structure, the presence of sliding redun-
dancy of technical systems in the core, unreliable work
of the voting element and switch;

- two new analytical reliability models of fault-
tolerant RES with two-level principle of majority voting
are developed. The marginal efficiency of RES is de-
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fined by two rules: in the first case the fault-tolerant
RES is inoperable after critical failure of 2 cores; in the
second case the fault-tolerant RES is inoperable after
critical failure in the last core. These models take into
account unreliable work of the voting element and the
sliding redundancy, which is formed from remained TS
after failure of voting element in the core or failure of 2
technical systems in one core;

- analytical reliability model basing on fault-
tolerant RES with considering of recovery strategy was
improved. The duration of the recovery is distributed
according to Erlang distribution low of 4th order;

- the models fault tolerant RES with majority prin-
ciple of redundancy are allowing to solve the problem
of reliability designing electronic systems of long-term
continuous operation with a given level of reliability.
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MPOEKTUPOBAHME OTKA30YCTOMYUBBIX PATMOSJIEKTPOHHBIX CUCTEM
CO CJIOKHBIMU MA’KOPUTAPHUMU CTPYKTYPAMMU

b. 1O. Bonouuu, JI. /. O3upxoeckuii, M. M. 3muicustit, H. B. Kynvik

B pabote perieHa akTyaibHas HayIHO-TIPUKIIAIHAS 3a/1adya MOBBIIICHHUS CTEIICHH aCKBATHOCTH HAICKHOCT-
HBIX aHAJMTHYCCKUX MOJENICH OTKa30yCcTOHUMBBIX POC mpeaHa3sHAYCHHBIX IS PEIICHHS 3a1ad HaJIeKHOCTHOI'O
aHaIM3a W IapaMeTpuyeckoro cuure3a. OTKa30yCTOWYMBBIC PaTUOAICKTPOHHBIC CHCTEMBI IIOCTPOCHBI Ha OCHOBE
Ma)KOPUTApPHOU CTPYKTYphI. Pa3paboTaHO HAIS)KHOCTHOIW aHAIUTHUYECKYIO MOJENb OTKa3zoycroitunsoi POC ¢ pe-
KoH(pUrypamuel sapa MaKOPUTAPHOW CTPYKTYPBI, KOTOpPash YUYUTHIBACT M3MEHECHHUC NPABUIA TPUHITUS PEIICHUS.
[IpemtokeHHass MOZIETh OTKA30yCTOWYMBON CHCTEMBI ITO3BOJIET MPOCSKTUPOBATh POC, KOTOPBIE CMOTYT COXPaHHUTh
Ma)KOPHUTAPHBIA MPUHIIAI TOJIOCOBAHUS TIOCIIE OTKa3a OTACIBHBIX TEXHHMYCCKHX CHUCTeM. Pa3paboTaHbI BE HAICK-
HOCTHBIC aHAJTUTUICCKUE MOJIENIU O0TKa30ycToiduBoii POC ¢ MBYXypOBHEBBIM IPHHIIUIIOM Ma)KOPUTAPHOI'O TOJIO-
COBaHUs. Y COBEPIICHCTBOBAHHAS HAIC)KHOCTHAS aHAJTUTHICCKAsI MOZETh OOCITYy)KUBaeMOl oTka3oycTonuarnBoii POC
Ha OCHOBE Ma)KOPHTAPHOH CTPYKTYPhI CO CKOJNB3SIIUM PEe3ePBUPOBAaHUEM U (DUKCUPOBAHHBIM IIPABUIIOM TOJIOCOBA-
HUS, TTO3BOJISIET PEIIaTh 3aJaYd MHOIOBApUAHTHOTO aHaiu3a (00YCIOBJICHHBIC Pa3IMYHBIMUA BapUaHTaAMHU peain3a-
UM aJITOPUTMA UCIIOJIB30BaHMS Pe3epBa M CTPATECIMU aBaPHMHOIO BOCCTAHOBJICHHS). DTa MOJENb MO3BOJISET pe-
IIaTh 3a1a4¥ HAJC)KHOCTHOTO apaMEeTPHUECKOro CHHTE3a MyTeM HaXOKICHHUS KOMITPOMHCCHBIX PEIICHUI TPU BbI-
0ope mapamMeTpoB 0TKa3oycToiurBoii POC U MPOBOIUTH CPABHUTEIILHBIC UCCIICIOBAHUS UX HaICKHOCTH.

KiroueBble ci10Ba: Haqe)KHOCTh, OTKA30YCTONYMBOCTL PAaIHOICKTPOHHAS CHCTEMA, MaKOPUTApHAs CTPYKTY-
pa, HaIGOKHOCTHOE MPOCKTHPOBAHUE, PEKOH(UTYpAIUs, CTpaTers aBapUHOTO BOCCTAHOBJICHHS, CKOJB3SIIEE pe-
3epBUpPOBaAHHE.

MPOEKTYBAHHS BIMOBOCTIMKHNX PAJIOEJEKTPOHHUX CUCTEM 13 CKJIAJTHUMHA
MAXKOPUTAPHUMU CTPYKTYPAMHU

b. 1O. Boaouii, JI. J]. Ozipkoscoxuii, M. M. 3mucnuii, I. B. Kyaux
B po0oTi po3B’s13aHa aKTyallbHA HAYKOBO-ITPHKJIAAHA 3a7aya IMiABUIIEHHS CTYIEeHs aleKBaTHOCTI HAIiHHICHUX
aHATITHYHUX Mojeseh BiaMmoBocTilikux PEC nmpusHaueHUX Ui po3B’s3aHHS 3a7ay HAIMHICHOTO aHai3y Ta mapa-
METPUYHOrO CUHTE3Y. BimMOBOCTIHKI pamioeIeKTPOHHI CUCTEMH MOOYIOBaHI Ha OCHOBI Ma)KOPUTAPHOI CTPYKTYPH.
Po3pobneno HafgiiHicHY aHamiTH4UHY Moaenb BiaMoBocTiiikoi PEC 3 pekoHdirypaui€ro sipa MaKOpUTapHoOi CTPYK-
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TYpH, sIka BPaxOBYE 3MiHY NpaBWiIa NPUAHSITTS pillleHHs. 3alpONOHOBaHA MOZENb BiJMOBOCTIMKOI CHCTEMH Ja€
3mory npoektyBati PEC, siki 3MOXYTh 30€perTd Ma>KOpUTapHHUI MPHHIMII TOJIOCYBAHHS IICIS BiZIMOBU OKPEMHX
TEXHIYHHUX cHCTeM. Po3pobieHo aBiI HamiiiHiCHI aHaMITHUHI Moaeni BiaMoBocTiiikoi PEC 3 mBOpiBHEBHM MPHHITU-
ITOM MaKOPUTapPHOHOT'O T'OJIOCYBaHHSA. Y TOCKOHAJICHAa HaIifHICHA aHATITHYHA MOJENb OOCITYyTOBYBAHOI BiIMOBOC-
titikoi PEC Ha 0CHOBI Ma)KOpPUTapHOI CTPYKTYPH 3 KOB3HUM PE3EPBYBaHHAM Ta ()IKCOBAHUM IIPABHIOM T'OJIOCYBaH-
Hs1, TO3BOJIIE€ PO3B’SI3yBaTH 3aJa4i OaraToBapiaHTHOro aHami3y (0O0yMOBIIEHI Pi3HUMH BapiaHTaMHU peaizallii auro-
PUTMY BHKOPHCTaHHSI PE3€pBY Ta cTparerii aBapiiiHoro BimHOBJIeHHs). L[ Mozmenb mo3Boise BUpilIyBaTh 3anadi
Ha/IiHHICHOTO MTapaMETPUYHOI0 CHHTE3Y HUITXOM 3HAXO/DKEHHS KOMIPOMICHHX pillleHb NpH BUOOpI HapaMeTpiB
BigmoBocrtilikoi PEC i mpoBomuTH MOpiBHSUTBHI JOCIIIKEHHS iX HaAiHHOCTI.

Kiroueri ciioBa: HafiiiHICTh, BIIMOBOCTIMKA PaIiOCIEKTPOHHA CUCTEMa, MaKOPUTapHA CTPYKTYpa, HaIikHiC-
HE MPOEKTYBaHHs, PeKOH(Irypalis, CTpaTerist aBapiiHOrO BiJIHOBJIEHHS, KOB3HE pE3epBYBaHHSI.
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