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PROVIDING AN EFFICIENT MODEL FOR WIRELESS
SENSOR NETWORKS USING THE SCENARIO
OF THE VARIABLE SINK COUNTS BASED
ON THE PARTICLE SWARM ALGORITHM

Introduction. A wireless sensor network is a set of independent sensor nodes, which are dispersed in a distributed
manner to monitor and collect data in a geographic environment. One of these problems is the manner of node division in a
set of multi-sink sensors.

Problem Statement. In fact, the main issue in this area is related to the division of sensor nodes between sinks so that
reduced energy consumption and increased network life survival will be resulted. In this study, a solution has been provided
to partition a multi-sink sensor network. Due to the nature of the problem of partitioning a multi-sink sensor network, the
search space is very extensive and, on the other hand, proving that this issue is classified as NP-hard problems has made
the presentation of a definitive solution very difficult.

Purpose. To develop a solution for distribution of sensor network with a few sinks.

Materials and Methods. Thus, given the broad search space of the problem ahead, particle swarm algorithm has been
selected. In order to evaluate the proposed approach, MATLAB programming language has been applied.

Results. The proposed approach has been developed using the criteria of hop counts to the sink and also the number of
cluster heads plus the power of particle search in particle swarm algorithm.

Conclusions. Study of these results in the form of two criteria of hop counts and the number of cluster heads using the
scenario of the variable sink counts demonstrate that in the desired scenario, the proposed approach has been able to
improve hop counts relative to the base method by 17% and the number of cluster heads by 59%.

Knio4oBi cnoBa: wireless sensor networks, multi-sink, and particle swarm algorithm.

The ability to integrate knowledge in the field | different pieces of environmental information
of microelectromechanical systems, digital elec- | (based on the type of nodes) and transmit them
tronics and wireless communications has enabled | through wireless communications. A sensor node,
us to produce small and inexpensive devices, in- | alone, is capable of collecting and processing a
cluding different sensors with low power con- | small amount of information.
sumption and the capability of wireless commu- But when a large number of sensor nodes work
nication. These devices which are referred to as | in sync with each other, they will be able to mea-
sensor nodes, or briefly, nodes are able to collect | sure features of a specific physical environment
with great details. This ability paves the way for
© MOHAMMAD JAVAD AKBARIRAD the creation and development of networks called

and REZA GHAEMI, 2019 wireless sensor networks.
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A wireless sensor network is a collection of
sensor nodes that provide the ability for monito-
ring the environment and establishing wireless
communications in order to collect and send in-
formation. Environmental information collected
by the sensor nodes is sent to a sink through sen-
ding information in the form of multi-hops. The
sink can process the received information locally
or be connected through a gateway to another
network (such as the Internet) and send infor-
mation for a specific destination [1].

At the time of developing a wireless sensor
network, the location of the sensor nodes is not
already known. As a result, it is possible to leave
sensor nodes in hazardous and inaccessible loca-
tions. Further, wireless sensor networks offer
low cost solutions to many real-world challenges.
These features have rapidly increased the popu-
larity of these networks and made them gain va-
rious applications in military and civilian fields.
But sensor nodes have different constraints in po-
wer supply, processing power, data storage and
communications due to low cost, small size and
single-functionality. Additionally, in most cases,
an environment monitored by a wireless sensor
network lacks an infrastructure for energy supp-
ly and communications. Hence, these networks
are only dependent on limited resources of sen-
sor nodes to collect, process, store and send infor-
mation [2].

Resource constraints have made wireless sen-
sor networks faced with many unique challen-
ges, including the design of sensor nodes, the de-
sign of appropriate protocols, energy consump-
tion, data transmission and information securi-
ty. Numerous applications and special challenges
of wireless sensor networks have provided ma-
ny research areas for researchers in a variety of
fields [3].

One of the challenging issues in wireless sensor
networks occurs when there are several sinks to
collect data in the network. In this state, the main
question is for which sink each node should send
information. To solve this challenge, a problem aro-
se called how to partition a multi-sink sensor net-

work, which attempts to solve how to divide net-
work nodes among sinks. This problem attempts
to cluster network nodes and then divide the
clusters to a sink between the sinks in order to
improve network parameters such as energy con-
sumption and network lifetime while maintai-
ning the connection between the nodes.

Table 1 presents a number of studies conducted
in the field of the research subject.

Suppose that topology is a logical structure for
network communications. In this paper, cluster-
based topologies are considered in the WSN de-
sign. A cluster is a set of sensors, each playing the
particular role of follower, cluster head or bridge
sensors. A follower sensor collects data and sends
it to the cluster head. The cluster head is respon-
sible for directing cluster member data and, along
with a bridge, is connected to at least two other
cluster heads. Sinks manage the sensor network.
They are different from other sensors and are usu-
ally stronger. Therefore, a cluster-based WSN re-
lies on a specific topology in which the follower
sensors send messages to the relevant cluster
head and each message is sent to a sink. It should
be noted that bridges are optional in cluster-ba-
sed topologies. However, in general, inter-cluster
relationships with bridges have less energy than a
direct cluster head. Overall, the clusters are ap-
plied when the data is highly correlated because
in this state, cluster heads can collect similar mes-
sages and perform data compression. Hence, in
cluster-based topologies, the total number of mes-
sages in the network has decreased [4].

In this study, the issue of building cluster-based
topologies for the WSN is considered with se-
veral sinks. To this end, an optimization algorithm
based on the particle swarm optimization algo-
rithm has been taken into account. Optimization
relies on different levels of decision-making, in-
cluding the selection of sensors as cluster heads
and load balancing among cluster heads. The to-
pology associated with each sink has been mo-
deled as a set of independent nodes with specific
internode connections (IDSC). Thus, the solu-
tion is a partition of a graph as a large number of
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IDSCs so that in this way, network lifetime im-
proves since the average number of messages is
reduced using a cluster structure. By controlling
hop counts, the average energy for sending mes-
sages is also improved.

Here, we provide the proposed approach in this
paper. Flowchart of the proposed approach which
is based on the particle swarm algorithm has been
presented in Fig. 1.

As it is clear in this flowchart, the number of
repetitions (N) and the number of particles in the
particle swarm algorithm, i.e. M, are initially de-
termined. Then, we begin to initialize the parti-
cles. Hence, according to the method provided in
the particle swarm algorithm, the initial velocity

of the particle is considered to be zero. After-
wards, for each particle, we randomly select a
number of network nodes as cluster heads. Next,
we randomly partition the selected cluster heads
among network sinks. Indeed, each sink’s share
from the clusters is randomly determined. Given
that the members of a follower cluster are cluster
heads, we put the members of the cluster head in
the partition to which the cluster head belongs.
Now that particle i partition was determined, it
comes to determining the fit. Fit of particle i is
determined by a combination of the number of
cluster heads and the number of each node hops
to the sink. In the next step, considering that par-
ticle i has gained its first experience, we consider

Table 1

Comparison of Several Prominent Works

Reference

Method evaluation

Method

Year of publication

4

10

Use of multiple sinks to prevent traffic and
use of fuzzy neural networks for more ac-
curate location

Fuzzy inference system in the residual
energy, node degree and distance to the ba-
se station

The proposed algorithm acts faster than
traditional DE and convergent GA.

This evolutionary method is used based on
calculations and data congestion to in-
crease the lifetime of mobile wireless sensor
networks.

It has better results in energy consumption,
total network lifetime and the number of
data packets received by the central station
compared to LDC, PSO-C, LEACH-C,
E-LEACH and LEACH protocols.

This method is raised based on discrete
particle swarm optimization (DPSO) with
local search and DPSO has achieved better
results than GASP

To determine the dependent cluster and
non-dependent cluster head, the status
data of the location, the residual energy of
the nodes and their neighbors must be
taken into account. Thisalgorithm balances
energy consumption and can thus be
effective in network lifetime

Providing a hybrid method for intelligent par-
ticle swarm optimization to identify the optimal
data storage location for the WSN

Providing a method for regulator load distri-
bution in unequal clustering in wireless sensor
networks using fuzzy logic

Presenting a differential evolution method ba-
sed on clustering algorithm in wireless sensor
networks

Providing an efficient energy algorithm for con-
gestion of network sensors

Providing an algorithm for choosing an effec-
tive energy cluster head based on PSO using ef-
ficient particle representation

Providing a robust topology control method
for the problem of locating wells in WSNs

Providing a clustering algorithm by specifying
a dual cluster (dependent and non-dependent
cluster heads) using particle swarm optimiza-
tion algorithm (PSO-DH)

2015

2016

2016

2014

2015

2016

2015
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Consider N as the number of repetitions
and M as population size.i=1

v

>

Put the velocity of particle i as equal to zero

v

Randomly determine the cluster heads of particle i

v

Randomly partition the cluster heads
of particle i among sinks

v

Connect the members of each cluster to the sinks

v

Determine the fit of the partition

v

Consider the achieved partition as the best

No

personal memory

Is the new partition i better
than the personal memory i?

Consider the best personal memoryas equivalent
to the new partition

Is the new partition 7 better
than collective memory?

Consider the best collective memory as equivalent
to the new partition i

v

i=i+1

Yes j=1i=1

v

Determine the velocity of particle i
with equation (2-1)

v

Connect the members of each cluster to the sinks

v

Determine the fit of the partition

i=i+1 <
No

i>M

j=i+t

The best collective memory is the ultimate answer

Fig. 1. Flowchart of the proposed method

1 2 3 4 n—1 n
S M S M S N
Fig. 2. Proposed structure for particle clustering
1 2 3 4 5 6 7 8 9 10
3 3 1 2 1 2 2 3 1 3

Fig. 3. Proposed structure for partitioning the particles
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Number 1 2 3 4

5 6 7 8 9 10

Function

Partitioning

Velocity

Fig. 4. Particle structure

1 2 3 4 5 6 7 8 9 10
M S M M S S S S M N
2 1 2 1 1 2 2 12 1

0 0 0 0 0 0 0 0 0 0

Fig. 5. Particle structure after initialization

1 2 3 4 5 6 7 8 9 10
M S M M S S S S M S
2 1 2 1 1 2 2 12 1

0 0 1 0 0 0 0 0 1 0

Fig. 6. Particle structure a

fter determining the velocity

1 2 3 4 5 6 7 8 9 10
M S M M S S S S M N
2 1 1 1 2 1 2 12 2

0 0 1 0 0 0 0 0 1 0

Fig. 7. Particle structure after displacement

this experience as the best personal memory of
particle i. This initialization process continues for
all the particles. After initializing all the particles,
it comes to displacement of particles in the prob-
lem space. For this purpose, the velocity of each
particle is determined using equation (1). In the
next step, each cluster head whose value corre-
sponding to the velocity field is equal to 1 should
be placed in the partition of another sink. After
changing the sink of each cluster head, cluster
members should change their category, following
the cluster head. By changing the partition, fit of
the new partition of particle i is calculated again.
With regard to changing the fit of particle i, it
should be examined whether or not the new par-
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titioning can be the best personal memory for
particle i. This partitioning may also be the best
collective memory. Therefore, this issue has been
checked in the following. By changing all mem-
bers of the population to the specified number of
repetitions, we are finished with the proposed al-
gorithm and given that the best collective memo-
ry is the best state experienced by the whole set
of particles in all repetitions, the best collective
memory is the ultimate answer.

Considering that the structure used in the par-
ticles to determine the cluster heads and also the
partitioning and velocity was not mentioned in
the flowchart, we will outline these issues in the
following.
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PARTICLE STRUCTURE

In m-IDSC problem-solving, the goal is to cal-
culate optimal clustering so that n nodes are pla-
ced in appropriate clusters. The nodes are divided
into two groups of M and S which represent clus-
ter head and follower/bridge nodes. Hence, in the
proposed method, a structure for particle cluste-
ring is used in which each node will be in the role
of M or S. This structure can be seen in Fig. 2.

In this structure, each of the nodes 1 to n will
be in the role of M or S. Besides, it is necessary to
determine for each particle the structure used for
partitioning. The proposed structure in the pre-
sented method for partitioning is very similar to
the structure of Fig. 2, with the difference that in
return for using M and S, the numbers between 1
and sink counts have been used for each node. In
fact, if k£ value is stored in the cell related to node
s, this means that node s in the desired partition
is located in the category of sink k. Fig. 3 shows
this for a network with 10 nodes and 3 sinks.

It should be noted that the structure consi-
dered for the velocity of particles is exactly the
same as the structure in Fig. 3, with the diffe-
rence that the values of nodes will only be equal
to 0 or 1. With this structure, if the velocity of a
node is 1, it should change its partition and enter
the partition of another sink. But if this velocity
is zero, there is no need to change the category.

OBJECTIVE FUNCTION

In m-IDSC problem-solving, there are two ob-
jectives: First, reducing the number of clusters
and second, reducing hop counts to send packets
to the sink. Given that both objectives have the
same direction, the purpose used in the proposed
method is in the form of equation (1):

[ = hop x |clusters| . (1)

In this equation, hop indicates hop counts nec-
essary to send the packets in each section to the
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Fig. 8. Dispersion of nodes in the simulation on the evaluation context
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Fig. 9. Communication links between nodes

relevant sink and cluster represents the number
of clusters intended for problem-solving and par-
titioning.

NUMERICAL EXAMPLES

In this section, because of more clarity, attempt
is made to describe the proposed approach by a
numerical example. To this end, the performance
of the proposed method on a particle is explained.
We assume that in the structure of the desired
network, there are 10 nodes and 2 sinks. The ini-
tial structure of a particle is in the form of Fig. 4
such that the first row is the number of nodes, the
second row is the function of nodes, the third row
is the manner of partitioning and the fourth row
is the velocity of nodes.

In initialization, the cluster heads of this par-
ticle are randomly determined. Then, the par-
tition between them is also specified random-
ly. With respect to the partitioning of cluster
heads, the members of each cluster are also parti-
tioned among sinks and the particle velocity is

ISSN 1815-2066. Nauka innov., 2019, 15(2)

considered to be zero. This has been displayed
in Fig. 5.

After partitioning, it comes to determining the
fit of the particle. In this particle, the number of
cluster heads is 4 and it is assumed that the dis-
tance between the nodes and the connected sink
is 27. The current status is regarded as the best
personal memory of this particle (Fig. 6). After
initialization of all particles, it comes to deter-
mining the best collective memory and repetition
of the particle swarm algorithm. Suppose that the
best collective memory is a partition with 4 clus-
ter heads and 23 hops. Also, assume that in the
first repetition, the velocity of the desired parti-
cle is calculated as follows.

With the calculation of the velocity, it is clear
that cluster heads 3 and 9 should change their
sink. Consequently, Fig. 7 will be the result of the
displacement of this particle. It should be noted
that the nodes belonging to cluster heads 3 and 9

also change their partition following the cluster
heads.
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Now, it comes to determining the amount of
the fit. The new structure has 4 cluster heads and
we assume that it needs 20 hops to send the pa-
ckets. Thus, the new position is considered as the
best personal memory and since the new parti-
tion is better than the best collective memory, the
best collective memory will be updated to the
new partition. This trend continues for all parti-
cles and with the specified number of repetitions.
Finally, the output of the algorithm is the best
collective memory.

INITIAL PARAMETERS

In the evaluations made, some parameters have
been considered constant and some parameters
have been regarded as variable according to the
intended scenario. In Table 2, a list of parameters
used in the evaluations is presented.

In Figs. 8 and 9, a view of the simulation envi-
ronment is shown. Fig. 8 illustrates a view of the
dispersion of nodes along with the number of each
node. In this figure, blue nodes are normal nodes,
red nodes are cluster heads and sinks are colo-
red green.

In Fig. 9, in addition to a view of the nodes,
neighborhood relations and communication links
between them have also been displayed.
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ASSESSMENT SCENARIO:
THE VARIABLE SINK COUNTS

In this section, results under the research sce-
nario are provided. In this scenario, we consider
the number of nodes as constant and the number
of sinks as variable.

In evaluations of this section, the number of
network nodes is equivalent to 100. To assess the
two criteria, the cluster counts and hop counts
necessary to send packets to the sink have been
measured. It is clear that in both criteria, a me-
thod that achieves lower rates is superior. Fig. 10
shows the cluster count for the variable sink
count in the range of 2 to 6.

In Fig. 10, better performance of the proposed
method can be seen clearly. In this figure, both
methods require fewer clusters with increased
sink count. The reason is that with increased sink
count, each node can deliver its packets to the
nearest sink and there is less need for clusters to
send packets. But despite reduced clusters in the
base method, the proposed approach has ma-
naged to maintain its superiority throughout the
entire range.

Fig. 11 exhibits the hop count necessary to
send packets from each node to the related sink
with the topology of the mentioned node.

Fig. 11 shows that the proposed approach, with
the exception of the number of sink 5, always has
performance equal or equivalent to the base
method. The lower hop counts indicates the more
appropriate approach of the proposed method
because fewer hops mean less energy consump-
tion to send data which is of great importance in

Table 2
Parameters Used in the Experiment
Parameter Value

Radio range 20 m
Number of nodes 50—150
Environmental dimensions 100 x 100
Sink counts 2—6
Number of particles 20
Number of repetitions 10
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wireless sensor networks which are severely un-
der pressure in terms of energy.

CONCLUSION

In this research, attempt was made to provide a
new approach for solving the IDSC problem or
partitioning a wireless sensor network. In the
proposed approach, an algorithm based on swarm
intelligence called particle swarm algorithm has
been used in order to partition the network since
in the IDSC problem, the search space is ex-
tremely broad and the use of simple search algo-
rithms has low performance. In the proposed
method, each particle has a structure that repre-
sents a partition of the network. Particles are
evaluated using a function that combines the two
criteria of cluster counts and hop counts to send
the packets to the destination. Better particles
help to discover and approach the final answer by
participating in the ongoing search process.

For assessment, the proposed approach along
with the method presented in [4] have been imp-
lemented with MATLAB programming language
and the results have been presented in the form of
the scenario of the variable sink counts. To make
evaluations, the criteria of cluster counts and hop

counts were considered in which the purpose was
to reduce these values. The results obtained from
evaluations demonstrate the effectiveness of the
proposed approach so that in the desired scenario
which works on the variable sink count, the pro-
posed approach has managed to make improve-
ments even by 59 % and regarding the number of
sent packets, the maximum improvement is 17 %.

SUGGESTIONS

Given the fact that the IDSC problem is an
NP-hard problem, it is very difficult to provide a
definitive solution for it. Therefore, researchers
interested in this field are recommended to at-
tempt to provide a solution for this problem
using evolutionary approaches because these al-
gorithms, despite being simple, have high perfor-
mance and good execution time. Interested re-
searchers can look for desirable solutions using
new evolutionary algorithms presented in this
field, including grey wolf, cuckoo and firefly algo-
rithms. Furthermore, due to the graph-like struc-
ture of wireless sensor networks and their simi-
larity to social networks, it is suggested to deve-
lop the solutions applied in these fields for IDSC
problem solution.
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3ABE3NEYEHHS EOEKTUBHOT MOJIEJIT BE3/IPOTOBUX CEHCOPHUX
MEPEX 3 BUKOPUCTAHHSM CIIEHAPIIO 3MIHHOT KIZTIbKOCTI CTOKIB
HA OCHOBI AJITOPUTMY POIO HACTMHOK

Beryn. Besaporosa cericopra Mepeska — 1ie Habip He3aJIeKHUX CEHCOPHUX BY3JIIB, AKi PO3IIO/I/IEH] IEBHUM YHHOM /IS
MOHITOPUHTY Ta 360py aHUX B reorpadivyromMy cepenosuiti. OaHUM 3 iXHIX (GYHKIIOHANbHUX 3aBIaHb € CIIOCIO PO3MOIi-
JIy BY3J1iB y HabOPi IATYNKIB 3 IEKITBKOMa CTOKAMIL.

IIpoGaemaTuka. OcHoBHa 11pobsieMa B 11iil rajiysi NOB'si3aHa 3 PO3AITEHHSIM BY3JiB JaTUMKIB Mi’K CTOKaMM, 110 J10-
3BOJINTD 3HU3UTH CIIOKUBAHHS €HePril Ta 3011bIIITH TepMiH CIIy;KOU Mepexki. Y 3B'S13KY 3 IPUPOAOI0 PoGIeMu PO3OUTTS
CEHCOPHOI MePEsKi 3 IEKIJIbKOMa CTOKaMH, MOIIYKOBUI MIPOCTIP € HAATO BEJIMKUM i, 3 HIIOTO GOKY, IOBEIEHHS TOTO, 1110 IS
3ajtaua € NP-ckiagHo0 npo6JeMoto, 3poOUIIo IIPeICTABIEHHST OCTATOUHOTO PIlIEHHS IyKe CKIIAJHUM.

Merta. Po3pobKka pillieHHsT pO3IOJIiy CEHCOPHOI MEPEXKi 3 IeKIIbKOMa CTOKaMHU.

Marepiam it MeToau. 3 OTJISALY Ha ITUPOKUH TIPOCTIP MOMIYKY, B PO6OTI BUKOPUCTAHO aJITOPUTM POIO YaCTHHOK. J[Jist
OIiHKH 3aITPONOHOBAHOTO IiIXO/Iy 3aCTOCOBaHO MOBY nporpamysatts MATLAB.

PesyabraTu. 3anponoHoBaHuii 1mizixiz 6y/10 po3pobieHo 3 BAKOPUCTAHHIM KPUTEPIIB MiAPaxyHKY KiJIbKOCTI TPaH3UT-
HUX JIJITHOK /IO CTOKY, @ TAaKOXK KIJIBKOCTI TOJIOBOK KJIacTepa CyMapHO 3 MOTY’KHICTIO HOUIYKY YaCTMHOK B aJITOPUTMI POIO
YaCTHHOK.

BucHoBku. BuBuennst orpuMaHuX pe3ysbTaTiB Y BUTJISI IBOX KPUTEPITB TMiIPaXyHKY KiJbKOCTI TPAH3UTHUX /IiJITHOK
Ta KiJIBKOCTi TOJTOBOK KJIacTePa 3 BUKOPUCTAHHIM CIIeHAPilo 3MiHHOI KiJTbKOCTi CTOKIB CBiTYUTB, IO 3aITPOTIOHOBAHUIT
MiXI/1 103BOJIMB TIOJMIIIIMTH KiJIbKICTh TPAH3UTHUX JJISTHOK BiZIHOCHO 6GazoBoro Metoay Ha 17 %, a KiJIbKiCTh rOJI0BOK
Kiacrepa — Ha 59 %.

Knwouoesi crosa: 6e31poToBi CEHCOPHI MepeskKi, MyJIBTH-CTOK, aJITOPUTM POIO YaCTUHOK.
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OBECIIEYEHUE 9OOEKTUBHO MOJIEJIN
BECITPOBO/IHBIX CEHCOPHBIX CETEN C NCITOJIb3OBAHUEM
CIHEHAPUA TEPEMEHHOT'O KOJIMYECTBA CTOKOB
HA OCHOBE AJITOPUTMA POA YACTUIL

Beenenue. BecripoBojiHas CEHCOPHAs CeTh — 3TO HAGOP HE3aBUCUMBIX CEHCOPHBIX Y3JI0B, KOTOPbIE PACIPEAEIICHBI
orpejieJeHHbIM 06Pa3oM JiJisi MOHUTOPUHTA U c60Pa AaHHbIX B reorpadudeckoii cpege. OaHON 13 ux GyHKIIMOHAIbHBIX
3a/1a4 sIBJISIETCS CIIOCO0 pacipeieieHus y3I0B B Habope JaTYMKOB ¢ HECKOJBKUMU CTOKAMU.

IIpo6Gaematuka. OcHoBHas 11pobIeMa B 9T0i 00JacTy CBA3aHa ¢ Pa3leleHueM Y3JI0B JaTUMKOB MEXKIY CTOKAaMM, YTO
[03BOJIUT CHUBKUTD II0TPEOIEHNE DHEPTUK U YBEJUYNUTh CPOK CIyKObI ceTr. B cBA3M ¢ npupoaoii mpobaembl pazbueHus
CEHCOPHOII CeTU ¢ HECKOJIBKUME CTOKAMM, 00JIaCTh IIOUCKA SBJISIETCS CJAUIIKOM OOJIBIION U, ¢ APYIOil CTOPOHBI, 10Ka3a-
TENbCTBA TOTO, YTO 9Ta 3a7a4a Apisgercs NP-crokHoi mpobieMoi, ¢aenano npeacTaBiIeHue OKOHYATENbHOTO PENICHUS
O4YeHDb CJIOKHDBIM.
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Ienn. PaszpaboTka pereHust pacipeiesieHust CCHCOPHOI CETH ¢ HECKOJIBKIME CTOKAMH.

Marepuaibl 1 METO/bI. YUUTBIBasT OOMIMUPHYIO 00JaCTh TIONCKA, B paboTe NCIONB30BAH aJTOPUTM POsi YacTuIl. J{ys
OIIEHKHU TIPE/IJIOKEHHOTO MO/IX0/Ia TPUMEHEHBI A3bIK TporpamMmmupoBanmst MATLAB.

Pesyabrarnl. [IpesioskenHblii moaxo Obul pazpaboTaH ¢ UCIIOJb30BAHUEM KPUTEPHEB MOJICYETA KOJUYECTBA TPaH-
3UTHBIX YYaCTKOB K CTOKY, 4 TAK)Ke KOJNYECTBA TOJTOBOK KJIACTepa CYMMapHO € MOIIHOCTDHIO IIOMCKA YACTHIL B AJITOPUT-
M€ POsI YaCTHIL.

BsiBoapbl. V3yuenHne mosydeHHBIX pe3yIsTaTOB B BU/IE IBYX KPUTEPUEB TTOICYETA KOTMIECTBA TPAH3UTHBIX YIaCTKOB 1
KOJIMYEeCTBA TOJIOBOK KJacTepa ¢ UCIOJIb30BaHIeM ClieHapus IepeMEeHHOro KOJIMYecTBa CTOKOB CBU/IETEIbCTBYET, YTO MIpe/i-
JIOKEHHBII TOXO/l MO3BOJIIII YJIYUIIUTh KOJIMYECTBO TPAH3UTHBIX YYACTKOB OTHOCUTEJIBHO 6a30BOTO MeToja Ha 17 %, a Ko-
JINYECTBO TOJIOBOK KJ1acTepa — Ha 59 %.

Kniwoueswvie crnosa: 66CHpOBOZleIe CEHCOPHbIC CETU, MYJIBTU-CTOK, aJITOPUTM POA YaCTUIL.
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