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THE METHOD OF AUTOMATIC GENERATION OF HYPOTHESES
WITH A MULTIDIMENSIONAL ASSOCIATION'S QUANTIFIER
FOR DECISION SUPPORT SYSTEM

The article considers an approach of automatic generation of statistical hypotheses with multidimensional as-
sociation's quantifiers in a form of logical expressions based on attributed binary tree.
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Introduction

Formulation of the problem in general

One of the essential components of decision sup-
port systems are different kind of knowledge and data
mining subsystems. And, one of them are subsystems
aimed to discovery associations rules in a form of logi-
cal expressions of statistical hypotheses. The methods of
automatic generation of multidimensional association
relations between object's parameters are unknow now
unlike of well-know methods of discovery multidimen-
sional correlations.

The purpose of the article is to define an approach
of automatic generation of statistical hypotheses with a
multidimensional association's quantifiers in a form of
logical expressions based on attributed binary tree. It
suggests be useful for practical decision support systems.

Statement of Materials Research

The correlations methods are most widely used to
discovery a dependencies between objects' parameters.
[1 —3]. The association rules methods are presented in a
many works. Some of them have been interesting for
statistical hypothesis with an association's quantifiers.
For hypotheses with a quantifiers of binary associations
were developed works [4, 5]. The calculation of quanti-
tive measure of association similarity for data set with
missing values was described in works [6 — 9]. And,
there are other approaches for association rules algo-
rithms [10 — 12].

The one well-known approach in data mining is
generation of logical expressions for statistical hypothe-
ses with a associations quantifiers [4, 5].

The term "binary association" means a relationship
between two parameters x; and x; (i# j) in which the

"coincidence is stronger than differences". It means that
the number of observation's cases when set of parame-
ters have got or haven't got some kind of values simuta-
neously are bigger than the rest of other cases.

Object's parameters are presented as a set
X={Xq,....,x,_}. Each element of this set has an ap-

propriate function of unary predicate
o(1)={ ¢ (1),..., ¢, (v)}. This function has three logical
values: 1 — “true”, 0 — “false” and “x” - “undefined”.

The logical value is written before the predicate in
parentheses. For example, the (1)p(t) indicates that
unary predicate ¢(t) has a logical value “true”. The
variable “t” is an index of observation case. Let's intro-
duce a function |{M}|, which determines the cardinality
of set {M}.

The coefficients that describe a number of obser-
vations where predicates have a certain values are calcu-
lated as follows:

a = [{t () @; (WA @ (D} ;
ajo= T I(D) ¢; (DAO0) @; (D)} ;
ag1= {T1(0) ¢; (DA @; (D)} ;
ago = {7 1(0) ¢; (DA(0) @; (D)} .
The value of "reverse contingency" r, which is cal-

P11 °Poo
P10 Po1
the probability of formula execution (c)@;(t) A

culated as follows: r= , where pij = aij/m -

(d) ?; (1), ¢, d € {0, 1}, i # j; m — the number of obser-
vations [4].

It is considers that every reasonable measure of
dependence is a strictly monotonic function r. At the
same time, for the logarithmic contingency J, then the
>0 - positive relationship, at 3<0 - negative relation-
ship, and at 5=0 - no relationship [5].

A quantitative measure for the quantifier of binary
association Y~y defines as the reciprocal value of r, as

follows [6]:

1 _Pio-Por _ 210201
I Pr1-Poo 211300
The value of V~, € [0..400] and not define in a two

Yy =

cases: numerator and denominator are equal (yz2 =1);

the calculation of numerator or denominator is impossi-
ble because one of the coefficients is equal to zero.
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The hypothesis with quantifier of binary associa-
~,e (0;(x), 9 (7). The

hypothesis with a quantifier of multidimensional asso-

tion has a following form:

ciation has a following form: Ry, (o1 (), 0y (1),
...,y (1)). It describes an relationships of association
between more that two parameters (X, X5, ...,X,)ina
same way as associations between two parameters.

The calculation of quantitive measure of associa-
tion for many parameters might be implemented by
generation a hypotheses with a quantifier of multidi-
mensional association V~, - The coefficients of associa-

tions {a } are presented as a nodes of binary tree with
attributes (fig. 1).

Fig. 1. A presentation of coefficients for calculation
quantifier with a multidimensional association
as nodes of binary tree with attributes

Each node of this tree has an attribute with a name
"code" which is a sequence of zeros and ones that corre-
spond to logical values of unary predicates. For example,
the node with a code “1101” has an abbreviation a;;.

The code of tree node is used to make a classification of
tree nodes on two equal sets: set {a* } which is charac-
terise an association similarities of parameters; set {a~ }
which is characterise their association differencies.

The quantitive measure of quantifier of multidi-
mensional association y_ is defined as:
~n

- +

n n

- +
rey=11a /117

i=l j=1
where n=|{a }| — the total number of tree nodes;
n*=[{a* }| — the number of tree nodes which character-
ised an association similarities; n~ =|{a” }| — the num-
ber of tree nodes which characterised an association
differencies; {a} ={a*} U {a"}; n= n*+n";
n*=n"=1/2-n.

The analysis of these formulas shows that it's suf-
ficient for classification of tree nodes to have one of set

{a* ) or {a”}. Let’s consider a process of processing a
set {a*} bear in mind that {a” }={a }\{a* }. The de-
termination of set {a™ } is based on the introduction of
a set of attributes for the node and related coefficients.

The combining of all the nodes are presented as
follows:

{a}={a ula_g ju{a pulag ulag ).

The coefficient n is equal:

n =n_;tn_gtn, +tn,g+tng.

Let’s denote a set of nodes as follows {a_},

{a_y}, {as1}, {ay( } and, in general as {ay }:
fag }={a_ }Ufacg Juday Jufas b

The cardinality of set { as } is equal:

ny=n_;+n_gtng tn,,.

The classification of tree nodes is based on the
analysis of two conditions: ny =1/2n or ny>1/2n. If
coefficient ny=1/2n, then the nodes of set {a_;},
{a_y}, {as1}, {ay( } are nodes of association similari-
ties, and {a_; } —nodes of association differencies:

{a J={a_j,a_, ay,a50 ) {a” J={ag- ).

If coefficient ny > 1/2n, then the following op-
erations are performed.

Let’s combine sets {a,;} and {a,,} as one set

{as }: {as}={a, }ufa,y}. Let’s select from set

{as } all nodes that are characterised association simi-

larities. The rest of nodes will be classified as a nodes
that characterised association differencies.

Thus, selected nodes {a*} are nodes with the

highest values of the coefficients. Let’s define them as
nodes of “possible association similarities” {aj }. The
number of these nodes is defined as follows:
ny =|{ay }|=1/2a — n_; — n_,. The rest of nodes let’s
define as a nodes of “possible association differen-

cies” {a, }. The number of these nodes is defined as
follows: n, =[{as }|=1/2-a.

All nodes {ag_ } are also belong to the set {a™ }:

{a” }={a11 ) a:o ) a;r b {a t={ago, a9 }.

It worth to note that there are nodes among the
nodes a,; and a,, with a code of 5 or more elements
which are more suitable for the set {a* } than for {a™ }.
For example, a node a;;;9; has more ones that node

aj1100 and, hence, this node is more appropriate for

“association similarities”.

So, let’s introduce an additional constraint on cal-
culation of quantitive measures of association for coef-
ficients with arity 5 and more at the time of selection

coefficients to the aj . Let’s define a coefficients A,
and A as follows.
A coefficient A; characterizes a difference be-

tween the number of ones and the average number of
signs (1 and 0) in the code of node: A;=abs((0,5c(a) —
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c(a) ), where abs(x) — a function of absolute value of x,
c(a) — the number of digits in the code of node, c¢;(a) —
the number of ones in the code of node.

A coefficient Ay characterizes a difference be-
tween the number of zeros and the average number of
characters in the code of node: Ay=abs[(0,5c(a) —
cg(a)], where cy(a) — the number of zeros in the code
of node. It is possible to use a total sign A as coeffi-
cients are equal (A;=Ag).

Let’s consider coefficient a;;y; and values of co-
efficients A: c(a)=c(ajjjo1)=93; ¢(a)=4; cola)=1;
A;= abs(5/2 — 4)=1,5; Ay=abs(5/2-1)=1,5. The usage
of coefficient A allows to clarifies the designation of
nodes a,; and a, as follows: aél and aéo . It is sug-
gested that the higher value of A cause the higher quan-

titive measure of association similarity between parame-
ters. Thus, the nodes with higher values of A should be

selected to the set aj .

Let’s designate a minimal value of A as a A™".
For the quantifier of association with arity 4 the coeffi-
cient A will be A={0, 1}; for the quantifier of associa-
tion with arity 5 it will be A={0,5; 1,5}. To account a
difference in a number of ones and zeros in the code of

nodes it will be useful to select coefficients A* > A™" :

tay ={a) juiady ).

Thus, the calculation of coefficients of the set {a }
with the help of a binary tree attributes allows to nu-
merically estimate the measure of association relation-
ships between set of parameters for a given object.

Conclusions

The article considers an approach of automatic
generation of statistical hypotheses with multidimen-
sional association's quantifiers in a form of logical ex-
pressions based on attributed binary tree. The proposed
approach of using a binary tree with attributes to auto-
matically generation of associative relationships be-
tween object parameters was presented for the first time.

The given results are the basis for further re-
searches in a way of development of mathematical and
software of intelligent decision support systems.
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METOA ABTOMATMYHOI'O YTBOPEHHSA MNMOTE3 I3 KBAHTOPOM BAFATOBUMIPHOT ACOLIIALYT
Aanda CACTEM MIATPUMKU NPUNHATTA PILLEHDb

A.O. dexiticToB

B cmammi poszensioacmucsi Memoo asmoMamuiHo20 YmeoperHs. CMAmucmuyHux 2inomes i3 K6aHmopamu 6a2amoeumipHor
acoyiayii' y (popmi n02iuHuX 8UpaA3ie, AKUl BUKOPUCTNOBYE ampibymosani Oinaphi oepesa.
Knrouogi cnosa: cucmema npuiinamms piwiens, cmamucmuyna 2inomesa, K6AHmMop 6a2amosumipHoi acoyiayii.

METOA ABTOMATUYECKOIO OBPA3OBAHUA N'MINOTE3 C KBAHTOPOM MHOIOM EPHOM ACCOLIMALIUA
Aanda CACTEM NPUHATUA PELLEHNA

A.A. @exncToB

B cmamve paccmampusaemca memoo asmoMamuyecko20 00pazoeanus, CMAmuCmuyecKux 2unome3 ¢ KeaHmopamu MHo-
20MepHOIL accoyuayuu 6 hopme N02UHeCKUX BbIPANHCEHUL, KOMOPbLIL UCNONb3Yem ampubymuposantvie OUHApHbIE OepPegbs.
Knrouesvie cnoga: cucmema npunamus peuieHuti, Cmamucmu4eckas 2unome3da, KGaHmop MHO20MEPHOU ACCOYUAYUU.
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