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COMPARISON OF THE METHODS
OF PROCESSING THE RESULTS OF DEPTH
DOSE DISTRIBUTION MEASUREMENTS INITIATED BY ELECTRON BEAM

The work is dedicated to comparison methods of processing the results of the depth dose distributions meas-
urements to determine the practical range of electrons. The sets of test data were obtained by modeling the depth
dose distributions with use Monte Carlo method. The accuracy of the calculation method is determined by the mean
square error of processing results the sets of test data. The comparison of computational methods of processing the
measurement results was performed in the paper. The result of measurements differs in the sizes of the array of data
being processed and types of the functions which are used for approximation the data. Comparison the accuracy
methods may leads to selection of computational method for determining the practical range of electrons for compu-

tational dosimetry of electron radiation.
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1. Introduction

Planning and control of the irradiation process is
carried on the basis of dosimetry measurements. In
common practice of the radiation-technological cen-
ters, measurements of depth dose distributions are per-
formed with application dosimetric wedge or stack
according to the standard dosimetry method of electron
radiation [1 — 3].

This type of measurements determine the spatial
characteristics of depth dose as well as electron beam
practical range R,

The standards [2, 3] describe the formal proce-
dures for determining the spatial characteristics of the
dose distribution.

Definition the R, value is at [1]. The practical
range R, is defined as point where the tangent at the
steepest point (the inflection point) on the almost
straight descending portion of the depth versus ab-
sorbed dose curve meets the extrapolated
bremsstrahlung background. In accordance with this
definition the value R, can be calculated from rela-
tions:

xp = argmax (-D'(x)) or D"(x,) =0; (1)
x€[Rm,Ro]
R, = R(xp);
2
Rex) — x - 209~ Drg @
D'(x)

where Xp = the steepest point (the inflection point) on

descending part of the dose distribution curve.

R, — the depth at which dose distribution curve
has a maximum value,

Ry — continuous slowing-down approximation
range of electrons,

D(x) — the depth-dose distribution of electron
radiation,

D'(x), D"(x) — the first and second derivatives
of the depth-dose distribution,

D,,q — value of the extrapolated bremsstrahlung

background.

The value x, can be determined with use the

p
second derivative D"(x) as solution of equation (1),
either by numerical methods of determining the posi-
tion of an unconditional minimum of the first deriva-
tive D'(x) on the almost straight descending part of
the dose distribution. Computing method of deter-
mining the value R, represented by the relations

(1) and (2) requires knowledge of first and second
derivatives of the depth-dose distribution curve.
However, the measurements results of depth-
dose distribution are usually provide as the set of
discrete data. Consequently, the formal procedures
for determining the practical range R, are con-

nected with solving of incorrect mathematical tasks.
The various types of approximations of tabular data
are used for obtaining quasi solutions of incorrect
mathematical task. A common method of approxi-
mation, which is used in the practice of radiation
sterilization centers, is the method of using a linear
approximation of data in the field of deep recession
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depending on the dose. The methods utilizing an
approximation of measurement results in the area of
decline (recession) of the depth-dose distributions
with polynomials of various degrees (DELEN) were
described and tested [4, 5].

In particular, the polynomial of 4-th degree was
applied in calculation procedure [5]. However, the
traditional method and the proposed methods of poly-
nomial approximation can be used only for a small part
of the measurements results, where the proposed ap-
proximation is possible. For example, for linear ap-
proximation the depth range on the decline of the
depth-dose distribution in which the relative value of
the dose varies from 0.8 to 0.2 maximum dose can be
used.

Evidently, more complete recovery (receiving)
information which contains the measurements results
of the depth-dose distribution is possible only by using
computational methods based on physical models of
electron transfer of radiation in matter. Interesting
approach was proposed by Lazurik and Pochynok [6]
to use of approximation the measuring results of the
depth-dose distributions with software tool EMID [7].
EMID software implements a semi-empirical model of
the dose distribution of a monoenergetic electrons
beam which normally incident on a semi-infinite tar-
get.

The method of Parameter Fitting of Semi-
Empirical Model (PFSEM) is used in this approach,
for processing the measurement results obtained with
dosimetric wedge [6, 8]. Herewith, the parameters of
semi-empirical model are the following: electron en-
ergy (E¢) and displacement of initial point (dX) on
depth-dose curve. These parameters ensure of mini-

mum square deviation Q2 between normalized calcu-
lated data and measurement data:
— for fitting the one parameter

N
Q*(Eg) = Y.[D.(x;,Eg) - D;1*,

i=1
— for fitting the two parameters

N
Q*(dX,Eg) = D [D(x; + dX,Eg) -D;*.  (3)

i=1
Here D.(x,E) describes a dose by electrons with

energy E on the distance x from surface target, N —
the numbers of spatial points in one set of measure-
ments, (D;, x;) - normalized measurement results for

a set of dose values and spatial coordinates at the
measuring points i =1 .... N.

The method of coordinate descent was used for
determination with prescribed accuracy the value of
energy Ey and displacement the initial point dX for the
depth-dose curve. Approbation of computational

method PFSEM was successfully performed in proc-
essing the results of measurements with using of do-
simetric wedges in the Institute of Nuclear Chemistry
and Technology, Warsaw, Poland [9 — 11].

Formulation of the problem

The determination of the practical range Rp are
connected with solving of incorrect mathematical task,
therefore, the accuracy of the calculation results de-
pends on methods and type of functions which are
used to approximate the measurement results of the
depth-dose distribution of electron radiation. In this
work a comparison of different methods of processing
of measurement results, which have different sizes of
data area and type of functions used for approximation
of discrete data. The sets of test examples of the depth-
dose distribution for the statistical estimates of the
random errors of the methods are calculated. The accu-
racy of the methods is defined as the statistical esti-
mate of the uncertainty in results of data processing.

Obtaining sets of test data

The data sets of the depth-dose distributions cal-
culated by method Monte-Carlo in the detailed physi-
cal model of the passage of electron radiation in matter
were used for comparison. The computing block
“Monte Carlo” in software ModeRTL [12] was ap-
plied. Depth-dose distributions into aluminum target
for electrons with energy 10 MeV, were calculated.

The values of dose D.(x) were obtained into 50
space points, which uniformly covered the interval of
depths x, from the surface of the target up to Ry con-
tinuous slowing-down approximation range of elec-
trons with energy 10MeV. As a result, 26 statistically
independent data sets of the depth-dose distributions
were obtained. 10° electron trajectories are used for
the test cases simulation. Fig.1 shows two histograms
of the depth-dose distributions from test cases. The
depth-dose curve is shown in figure for comparison.
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Fig. 1. The examples of statistically independent
test cases for the depth-dose distributions
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Statistical analysis
of the sets test cases

The study of values of the random error of depth
dose distributions in test cases was performed. Fig. 2
shows the statistical characteristics of random errors in
the dose depending on the depth. Points on the fig. 2
describe the relation of the values of the mean-square
deviation to the average dose over the entire depth of
field, obtained by statistical processing of 26 test cases.

Curve 1 presented on the fig. 2 represents ap-
proximation of a polynomial of the 4-th degree of dis-
crete data in the form of points. Curve 2 describes the
ratio of the magnitude value of the standard deviation to
the value of dose as function of the depth in target.
Curve 2 is calculated on the basis of values approximat-
ing polynomial (curve 1) and the values of the depth
dose distribution (dotted curve 3).
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Fig. 2. The uncertainty (standard deviation)
the dose values for the sets of the test cases

The fig. 2 shows that the value of uncertainty dose
changes significantly with depth and there is a strong
distinction to the dependencies represented by curves 1
and 2, from the linear dependence. It means that for a
set of test cases, the dose of random errors cannot be
described by using simple models like "constant abso-
lute error" or "constant relative error".

The statistical evaluation of the probability density
of random error of the dose in the set of test cases was
performed. The values of dose deviations for each depth
was normalized to the value of standard deviation of the
dose at this depth (see Fig. 2, curvel).

The histogram in Fig. 3 shows the probability den-
sity function of the relative dose deviations, which was
obtained by statistical processing of a set of test cases.
For comparison, the fig. 3 shows the normal distribution
with parameters (0.1) as the solid curve. As can be seen
from the fig. 3, the distribution of dose deviations for
the test cases can be assumed as normal probability dis-
tribution.

Comparison of computational methods
for determining the electrons practical
range on the base of processing
the test data sets

The following methods were selected for perform-
ing comparison:

— linear approximation of depth dose distribution
in a limited diapason of the dose values,
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Fig. 3. The probability density function
of the relative deviation of the dose

— approximation of the depth-dose distribution in a
limited diapason of the dose values using the polynomi-
als of 4th degree,

— parametric fitting of semi-empirical model to the
depth-dose distribution in the depths area, where the
values of doses were determined.

By comparing the methods, it was selected the sets
of dose values from different areas with symmetrical
boundaries relatively values the dose D(x,) at the in-

flection point x, of the depth dose distribution. On the

basis of numerical studies of depth dose distributions
D(x) in the aluminum target irradiated with electrons

energy of 10 MeV, it can be assumed

D(x
K, = D) 0.50,
max
where
Dpax = max (D(x)) 4
x€[Rm,Ro]

The following values are presented in table 1: K,
values for lower and K,.x for upper boundaries of the
doses values.

The column N, shows the number dose values,
which belong to the data treatment area (number of
processed nodes). Region A; has the maximum num-
ber of nodes (Np = 27), because it contains the entire
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set of data on the decline of deep dose distribution.
Region A4 has a minimum number of nodes (Np = 6)
to approximate polynomial of the 4th degree, because
the number of nodes to be processed should be more
than five.

Table 1
Area Kiin Kimax | Np Rp-Line Rp-Pol
A 0 1 27 -- 2.024
A, 0.2 0.8 12 2.036 2.017
A; 0.25 | 0.75 10 2.030 2.015
Ay 0.3 0.7 6 2.024 2.014
As 0.4 0.6 4 2.018 -

Table 1 shows practical range Rp of electrons (in
units of [cm]) the calculated on based processing of
the depth-dose distributions, which has been obtained
with low statistical error (<0.05%), with use the Monte
Carlo method.

The processing of the dose distributions was per-
formed using a linear approximation (data in column
Rp-Line) and the approximation by polynomials of 4th
degree (Rp-Pol column). For example, one of methods
for determining the values of a practical range of elec-
trons on the base of processing the depth-dose distribu-
tion of electrons, is illustrated in Fig 1. This method
uses a linear approximation of data in the A, area. The
linear equation which describes the tangent to the
depth-dose distribution at the inflection point, is
shown in the Fig.1. This allows to calculate the value
of the practical range of electrons (Rp = 2.072 cm.) for
the images shown of the test case.

Average values (column Av) and standard devia-
tion (column o) values of the practical range, calcu-
lated using a set of test cases, are presented in the ta-
ble 2. The value of uncertainty for processing results
(column Unc) was calculated as the ratio of standard
deviation to the average value of practical range.

Table 2
Polinom Line

Av. o Unc., | Av. o Unc.
Area | [cm.] | [cm.] % [em.] | [em.] | %
A 2.02 | 0.028 | 1.40 - - -
A, 1.96 | 0.064 | 3.27 | 2.048 | 0.042 | 2.02
A; 1.94 | 0.059 | 3.04 | 2.038 | 0.050 | 2.43
Ay 1.91 | 0.088 | 4.59 | 2.022 | 0.076 | 3.74
As - - - 2.058 | 0.293 | 14.3

As can be seen from table 2, the standard devia-
tion of values for practical range of electrons is in-
creased with the decreasing of data processing region.
Comparing the data in tables 1 and 2 shows that the
average values of practical ranges of electrons, pro-
duced using linear approximation (column Line) and
approximation of polynomials of 4™ degree (column
Polinom), in satisfactorily agreement within the statis-
tical uncertainty of the calculation results. The results
of processing a set of test cases, by parametric fitting
method the semi-empirical model to the depth-dose
distributions, are presented in the table 3.

Table 3
E, Eoy dX Rp
Av-stc 10.11 9.91 -0.032 2.021
c 0.089 | 0.248 0.038 0.021
Unc.,% | 0.877 2.50 1.54 1.05
Av-ddd 10.11 9.93 -0.03 2.023
MC 10.10 9.98 -0.02 2.024

The values of fitting parameters were determined
for each test case:

E, — energy of the electrons, with one-parameter
fitting of semi-empirical model, E,,

dX — electrons energy and displacement of initial
point on depth-dose curve for two-parameter fitting of
semi-empirical model.

The value of practical range Rp for each test case,
was calculated by the empirical formula (Aj), which is
given in Appendix. Mean values, standard deviations
and statistical uncertainty of fitting parameters and val-
ues of practical range, represented in rows with ~ Av-
stc, o and Unc labels, respectively, were calculated us-
ing a full set of test cases.

For comparison, in the row labeled with Av-ddd,
are indicated the values of the fitting parameters and the
value of the practical range of electrons for depth dose
distribution, obtained by averaging the dose distribu-
tions for a set of test cases. Furthermore, in MC line, it
was shown the characteristics of depth-dose distribu-
tion, which was obtained by Monte Carlo method with
using the detailed physical model and with small statis-
tical error (<0.05%). The comparison of uncertainty
value for practical range, which is calculated by differ-
ent computational methods should considered a signifi-
cant change in the random error of dose values with
depth (see. fig. 2).

Table 4 shows the average values of dose (column
A4y) and random error dose (column A,,) for different
areas of A;, which are used for data approximation.

Coefficients np of propagation of random errors of
processed data to the calculation results, obtained by
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different methods are presented in columns mp {Line}
and np {Pol}.

WA o O
Table 4
Day, Apvs Mp Mp
Area [kGy] [kGy] {Line} {Pol}
A 12.27 0.65 - 0.26
A, 11.34 0.73 0.32 0.51
A 11.34 0.76 0.37 0.45
Ay 11.34 0.78 0.55 0.67
As 11.34 0.84 1.92 -
Aot 15.44 0.58 -- --

The data for calculating the coefficients m,(A;)

were taken from table 2 (column Av and o). Data of
column Rp in table 3 were used for the calculation of
the coefficient n,(Ay) - with method of parametric

fitting by semi-empirical model to the depth-dose dis-
tributions,
Np(Ager) = 0,28

As follows from the data presented in tables 2
and 3, the average values of a practical range, obtained
by different computing methods, are in satisfactory
agreement within the standard deviations. As follows
from the data presented in tables 2 and 3, the average
values of a practical range, obtained by different com-
puting methods, are in satisfactory agreement within
the standard deviation.

Comparison coefficients of propagation of ran-
dom errors of processed data Np(A)) (see Table 4)

with the coefficient Np (Agor) obtained by the two-

parameter fitting of semi-empirical model, allows
grounded to recommend PFSEM-method for computer
dosimetry of electron radiation in radiation technolo-
gies.

Conclusions

A comparison of various computational methods
for determining the practical range of the electrons on
the basis of processing of the results of measurements
of the deph-dose distribution of electrons radiation,
were performed.

The set of test cases for depth-dose distributions
were calculated by the Monte-Carlo method in the de-
tailed physical model for this purpose. The accuracy of
the computational method was defined as the mean
square error for the set of test cases. Compared compu-

tational accuracy of measurement results of processing
methods, which vary in size and field processed data
types of functions used to approximate the data. The
results of the comparison makes possible formulation
of scientifically substantiate recommendation of two-
parametric method of fitting a semi-empirical model
(PFSEM method) for computational dosimetry of elec-
tron irradiation in radiation processing technologies.

Appendix

Empirical relationship for connection
of practical range RP with the parameters
of the semi-empirical model
of the absorption energy of electrons
A geometric interpretation of the displacement
parameter dX in the method of two-parameter fitting,
allow us to write the relation [10, 11]:

R, = Ry(Eo) - dX (A1)

where Ry(E) - value R, as function of electron energy

E obtained on the base of the semiempirical model of
electrons energy deposition,

Eo, dX — the values of model parameters defined
by PFSEM method.

The series of calculations on the base of the semi-
empirical model of electrons energy deposition was
performed for obtaining empirical formulas describing
the dependence of R,(E).

Values of the electrons energy E were selected in
the field of relativistic energies from 1 MeV to the
border of the estimated accuracy of the semi-empirical
model 20MeV.

Depth-dose distribution are obtained from semi-
empirical model, derivatives are calculated by the
methods of numerical differentiation with minimal
values R,, did not exceed 0.1%.

The values of Ry(E) approximated using quad-
ratic functions:

R,(E) = 6*10°5*E? + 0.2064*E - 0.0641. (A2)

As follows from formulas (6), the contribution of
the quadratic term in this energy range is not great.
Therefore, it is of interest linear approximation.

R,(E) =0.2076*E — 0.0683. (A3)

In empirical formulas (A2) and (A3) the amount
of energy E is in units of MeV, the value of R, is ob-
tained in cm. The errors of empirical formulas do not
exceed 0.01 cm in the energy region from 2 to
20 MeV.
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NOPIBHAHHA METO[LIB OBPOBKU PE3YJILTATIB
BUMIPIOBAHb NMUBUHHUX PO3NOAINIB AO3U
ENNEKTPOHHOIO BUNMPOMIHIOBAHHA

B.T. Jlazypuxk, I'.®. [Tonos, 3. 3imek,
P.B. JIazypuk, Canax CoBan

Poboma npucssiuena nopisnannio memoodie 06poOKu pe3yromamis 8UMIPIO8AHb STUOUHHUX PO3NOOINIE 003U eleKMPOH-
HO20 8UNPOMIHIOBAHHS 0I5l BUSHAYEHHS NPAKMUYH020 npobicy erexmponie. Tecmogi nabopu 0anux ompumyrOms MoOeni08aH-
HAM 2IUOUHHUX Po3no0inie 0o3u memoodom Monme-Kapno. Tounicms obuucniogansioeo memooy U3HAYAIOMb N0 CepeoHboK-
6aopamuynii. NOMUIKU pe3yrbmamie 00pobku mecmosux nabopis danux. [lopienioloms obuucnioganvbui memoou obpoobKu
pe3yabmamia GUMIpIo6and, AKi 8i0PI3HAIOMbCA po3mipamu obracmi 06pobdaoeanux oanux i eudamu QyuKyitl, AKi GUKOPUCTO-
8ylomvcs 0nsl anpokcumayii yux oanux. Ha niocmagi nopigusanns mounocmi memooig oO0IpyHmMo8yIombCs peKomenoayii no
8UOOPY 00UUCTIOBATLHUX MeMO0i8 GUBHAYEHHS NPAKMUYHO20 NPoOi2y eleKmponie s Komn'tomeproi 0o3umempii enekmpom-
HO20 BUNPOMIHIOBAHHS.

Kniouosi cnosa: xomn'tomepna oozumempis, enubunnuil po3noodin 003u, ei1eKmpoHHe SUNPOMIHIOBAHHS, MOOENI08AHHS
memooom Monme Kapno, npaxmuunuii npooie.

CPABHEHME METOJOB OBPABOTKU PE3YIIbTATOB W3MEPEHUIA
rMYBUHHBIX PACMPEAENEHUAN OO3bl
ANMEKTPOHHOIO U3NYYEHUA

B.T. Jlazypuk, I'.®. Ilonos, 3. 3umex,
P.B. JIazypuk, Canax CoBan

Paboma noceswyena cpagnenuio memooog o6pabomxu pe3yromamos usmepenull 2nyOunHblX pacnpeoenenuii 003vl 1eK-
MPOHHO2O U3NYYeHUsl Olsl OnpedeneHus NPaKmuieckoeo npobeza >1ekmponos. Tecmogvie HAOOPLL OAHHBIX NOLYUAIOM MOOe-
auposanuem enyouHHvIx pacnpeoenenuil 003l memooom Monme-Kapno. Tounocms 8bi4uciumenbHo2o memooa onpeoensiom
no cpeonekeaopamuyHol owubKe pe3yromamos oopabomku mecmogvix Habopos Ooannvix. CpasHugaiom GvluucIUmMenbible
Memoobl 06pabomKu pe3yIbmamos usMepeHull, Komopvle Omaudaromes pasmepamu ooracmu o6pabamvléaemvix OAHHbIX U
suoamu GyHKyuil, UCNOAb3YeMblX 0 annpokcumayuu smux oannvix. Ha ocnosanuu cpasmnenus mounocmu memooos ob0cHo-
8bIBAIOMCSl PEKOMEHOAYUU NO BbIOOPY BLIYUCTUMETbHBIX MEMO008 OnpedeneHus NPaKmuieckozo npobeza 1eKmpoHos Ois
KOMNbIOMEPHOU 003UMeMPUL 2NeKMPOHHOL0 USNYYEHUSL.

Knrouesvie cnosa: xomnviomepnas 0osumempusi, 2nybunnoe pacnpeoeietue 003bl, IeKMPOHHOE U3LydeHue, MOOenupo-
sanue memooom Monume Kapno, npaxmuueckuii npooee.
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