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Abstract. The paper proposes analysis ofdata miningmethodsbased onself-
organizingmodels. Reviewing the basic idea of the modified Group method of data
handling (GMDH) known as the Group of Adaptive Models Evolution (GAME)
network. Presents an original idea of active neurons (different activation function
are sorted), this idea might be used to improve the efficiency of models based on
the generalization of structures of iterative and combinatorial type algorithms.

Keywords: data mining, domain ontology, ontological information,

generalized iterative algorithm , inductive modeling, structures of data, handling
and storing of information.

Introduction

Problems of data mining complex systems can be solved using both the logical
deductive methods and sorting-out inductive ones. Deductive methods have
advantages in the case of simple modeling tasks, if there is known the theory of an
object being modeled and therefore it is possible to build a model based on physically
based principles using knowledge of processes in an object. But these methods can not
give satisfactory results for complex systems. In this case, an approach of knowledge
extraction directly from the data based on experimental measurements has an
advantage. A priori information about the properties of such objects may be only
minimal or even absent.

One of the most well-known modeling techniques devoid of problems described
above is the group method of data handling that discovers knowledge about the object
directly from the data sample.

Group method of data handling is currently widely used in solving various
problems and actively applied in tasks where usage of conventional algorithmic
solutions is ineffective or even impossible. To increase accuracy and expand horizons
for GMDH application, many researchers have been studied some aspects of GMDH
and proposed as well as developed hybrid-type algorithms. At present many domestic
and foreign researchers like E.Bodyanskiy (Ukraine), P. Kordik (Czech Republic),
T.Kondo (Japan) and others are actively developing GMDH-like systems based on
multilayered algorithm. For instance, in [1] the use of genetic algorithm is described
for optimization of multilayered GMDH structure, and factors are finding at that by the

method of singular decomposition (SVD, Singular Value Decomposition).
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1. GMDH as a polynomial neural network
Both the GMDH author Ivakhnenko and many users of his method, especially in

the last 20 years when artificial neural networks have gained wide popularity, began to
call its typical structure also as a neural network. Moreover, in recent years GMDH
algorithm among the professionals abroad is called often as Polynomial Neural
Network (PNN).

Here one of the main elements of iterative GMDH algorithms, namely any partial
description, can also be considered as an elementary neuron of the neural network
PNN GMDH. The structure of such neuron for the quadratic partial description is
shown in Fig. 1. The originality of the neural network with such neurons consists in
speed of the process of local adjustment of weights of neurons and automatic global
optimization of the network structure (number of units and number iterations or hidden

layers).

Fig. 1. Structure of GMDH neuron with the quadratic particular description [2]

Elements of polynomial GMDH neural networks and its use is discussed in [2-7]
in details.

2. The idea of neural networks with active neurons

At the early stages of the GMDH theory development, the similarity between
neural networks and multilayered GMDH algorithm was observed. O.Ivakhnenko in
one of the articles stated that the differences between the perceptron and GMDH are
not fundamental, so it is acceptable to call GMDH-systems as "perceptron-like
systems".

Before explaining what the active neuron is like, there is a need to characterize

firstly the passive neuron.
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Mechanisms of optimization of the input variables set are not founded in all
kinds of standard (passive) neurons. They are set in the complex process of self-
organization of the whole system of many neurons in general. Structural optimization
by an external criterion and receiving optimal non-physical models in the perceptron is
not provided, only parametric optimization using e.g. inverse calculation of errors
("back propagation") is performed. Perceptron is almost not inferior to polynomial
GMDH algorithms with respect to accuracy if the learning set is rather long, noise
variance is small, and the set contains variables quantized on a small number of levels,
i.e. when the physical model appears to be optimal. The advantage of GMDH models
in accuracy is reached at short data samples of continuous noisy variables, i.e. if a non-
physical model becomes optimal. Advantages of perceptron and polynomial GMDH
algorithms are combined in Neural Network with active neurons.

The similarity between the structure of neural networks and GMDH algorithms
inspired researchers to explore how they can be combined. O. Ivakhnenko et al. [3]
propose the combined method that extends the theory of self-organization from fixed
structures to active neural networks. Proposed algorithm known as "neural network
with active neurons" is used instead of a passive neuron in the GMDH algorithm [4-6].

Both multilayered and combinatorial GMDH algorithm can be used as active
neuron. O. Ivakhnenko [2] proposes to modify the combinatorial algorithm into the
algorithm with active neurons that leads to increasing of accuracy and reducing of
calculation time.

The advantage of GMDH neural networks with active neurons as compared with
conventional neural network with binary neurons consists in that self-organizing of the
network is simplified: each neuron finds necessary connections and its structure by
itself in the process of self-organization.

Neural networks with active neurons were successfully used for prediction of the
processes in economical and ecological systems [4, 5-9].

Idea of active neurons described above served also as the basis for generalization
of the previous modifications in order to significantly improve the efficiency of
iterative GMDH algorithms.

3. GMDH-type neural network with feedback
T. Kondo proposed a new multilayered GMDH-type neural network with

feedback [7] which may by itself automatically choose the optimum neural network
architecture using the idea of self-organization. Architecture of the GMDH-like neural

network has a cycle of feedback. In this algorithm outputs of neurons are connected
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with the system inputs (feedback) for further calculation. Thus, the complexity of the
neural network increases gradually. This GMDH-type neural network algorithm has an
ability of self-selecting optimum neural network architecture from three variants such
as sigmoid function, radial basis function (RBF) and polynomial neural network. In
addition, structural parameters such as number of neurons in hidden layers and input
variables are selected automatically by minimizing the error criterion defined as

Akaike criterion;

AIC (s;) = -21In o(X, & ) + 251, (1)

where ¢ is the likelihood function.

For each combination, optimum neuron architectures are automatically selected
from the two type neurons: neuron architecture with two and with r inputs.

Proposed by T.Kondo the GMDH-type neuron network with feedback has been
successfully used for the medical problem of recognizing 3-dimensional images of
lungs [9].

It may be noted that this idea with submitting outputs to the input was partially
implemented in the multilayered algorithm with selection of initial arguments. In this

research the idea is also reflected in the developed generalized algorithm.
4. Group of Adaptive Models Evolution
An evolutionary algorithm based on GMDH and called GAME (group of

adaptive models evolution) has developed in the Czech Technical University in Prague
by P. Kordik [43]. The coefficients of unit transfer functions are estimated in GAME
on the basis of the data set describing the system being modelled.

Major modifications of the GMDH-type system are [10]:

the transfer function of the unit is of several types (linear, polynomial, logistic,
etc.) and it can be provided by a perceptron network too. Each type of unit has its own
learning algorithm for coefficients estimation. Choice of the type of units that form a
network is determined by the given criterion. This is so-called heterogeneous network
structure;

the number of unit inputs increases together with the depth of the unit in the
network. Transfer functions of units reflect growing number of inputs.

there exist interlayer connections in the network.

the network construction process does not search all possible layouts of units. It

searches just the random subset of these layouts. The original GMDH produces one
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optimal model. This method produces the group of models that are locally optimal,
each for its specific subset of unit layouts.

The Modified GMDH generates a group of models on a single training data set.
The random processes influence the construction procedure. Weights and coefficients
of units are randomly initialized. Transfer functions of many units types are defined
pseudo-randomly when the unit is initialized. Inputs for units are selected pseudo-
randomly as well. It results in the fact that the topology of models developed on the
same training data set differs (fig.2, fig.3).

After reviewing the basic idea of the modified GMDH known as the GAME
network, we can conclude that it like as in the algorithm Kondo also presents an
original idea of active neurons (different activation function are sorted), so this idea
might be used to improve the efficiency of models based on the generalization of

structures of iterative and combinatorial type algorithms.

5. Hybrid Differential Evolution and Group Method of Data Handling for
Inductive Modeling

The group method of data handling and differential evolution (DE) population-
based algorithm are two well-known nonlinear methods of mathematical modeling. In
paper [11] of Godfrey C. Onwubolu, a new design methodology which is a hybrid of
GMDH and DE was proposed. The proposed method constructs a GMDH network
model of a population of promising DE solutions. The new hybrid implementation was
applied to modeling and prediction of practical datasets and its results were compared
with the results obtained by GMDH-related algorithms.

input variables
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Fig. 2. GAME-network structure shema
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Fig. 3. GAME-network structure
The modeling methods have many common features, but, unlike the GMDH, DE

does not follow a pre-determined path for input data generation. The same input data
elements can be included or excluded at any stage in the evolutionary process by virtue
of the stochastic nature of the selection process. A DE algorithm can thus be seen as
implicitly having the capacity to learn and adapt in the search space and thus allow
previously bad elements to be included if they become beneficial in the later stages of
the search process. The standard GMDH algorithm is more deterministic and would
thus discard any underperforming elements as soon as they are realized.

Using DE in the selection process of the GMDH algorithm, the model building
process is free to explore a more complex universe of data permutations. This selection
procedure has three main advantages over the standard selection method. Firstly, it
allows unfit individuals from early layers to be incorporated at an advanced layer
where they generate fitter solutions. Secondly, it also allows those unfit individuals to
survive the selection process if their combinations with one or more of the other
individuals produce new fit individuals. Thirdly, it allows more implicit non-linearity
by allowing multi-layer variable interaction.

The new DE-GMDH algorithm is constructed in exactly the same manner as the
standard GMDH algorithm except for the selection process. The selected fit
individuals were entered in the GMDH algorithm as inputs at the next layer. The
whole procedure is repeated until the criterion for terminating the GMDH run has been

reached. Presented in [44] results show that the proposed algorithm appears to perform
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reasonably well and hence can be applied to real-life prediction and modeling
problems.

Conclusion

This paper considers in detail the basic structural elements of data mining
methods based on self-organizing models based on typical GMDH algorithm, analyzes
its advantages and shortcomings, describes the historical ways to overcome these
shortcomings. Presented an original idea of active neurons (different activation
function are sorted), this idea might be used to improve the efficiency of models based

on the generalization of structures of iterative and combinatorial type algorithms.
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