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PARAMETERS OF SYNCHRONIZATION SIGNALS IN IP/MPLS NETWORKS

In the present paper, the parameters of stability of signals of synchronization are resulted in the “classic”
network of synchronization (SDH is a synchronous digital hierarchy) in obedience to Recommendation of
G.810.The parameters of stability of signals of synchronization are considered in the package networks of IP/MPLS
in obedience to Recommendation of G.8260. Features, related to the analogy and distinction of calculations of pa-
rameters of stability in the “classic” network of synchronization and IP/MPLS networks, are showed.
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Introduction

Because synchronization issues are crucial for
modern IP/MPLS transport networks [1-4], enhance-
ment of the role of synchronization network is the mod-
ern trend in the development of primary network, and
this trend will continue in the immediate future [2].
Moreover, synchronization problems are related not
only to primary network, but are important when devel-
oping access networks with consideration for various
technologies and protocols embodied in the specific
IP/MPLS network [2 —4].

Measurement of the parameters of synchronization
signals is a prerequisite for the solution of synchroniza-
tion problems in electric communication networks.

Because, aim of the paper is definition the basic
parameters of the stability of synchronization signals in
IP/MPLS networks, and review of features associated
with the similarities and differences in the stability of
the calculation parameters of the "classic" network syn-
chronization and IP/MPLS networks.

Problem statement

Currently, in communication operator networks,
more and more network segments are being deployed for
communicating through IP/MPLS transport only. How-
ever, with increase in the number of devices (e.g., mobile
communication base stations), synchronization problems
should be considered on a systemic level rather than on
case-by-case basis. To this is related some kind of local
revolution in approach: arrival of some «critical mass» of
users of synchronization signals in the IP/MPLS network
results in the requirement for considering synchronization
system as a separate component of electric communica-
tion system. With the following increase in the number of
digital devices, the concepts of the development and prin-
ciples of control of synchronization network start being
subjected to changes. Such system-based approach may
be provided by measurement of the parameters of syn-
chronization network.

Therefore, this work is devoted to the solution of
the following topical problems:

1) definition of the basic parameters of the stability
of synchronization signals in IP/MPLS networks, and

2) consideration of the features associated with the
similarities and differences in the stability of the calcu-
lation parameters of the "classic" network synchroniza-
tion and IP/MPLS networks.

Main part

In «Definition and Terminology for Synchroniza-
tion Networks» [1], TIE (Time Interval Error), MTIE
(Maximum Time Interval Error) and TDEV (Time De-
viation) are the three parameters used as basic criteria
for evaluation of quality of synchronization signals, but
only TIE function is directly measured.

1. TIE - Time Interval Error

The difference between the measure of a time in-
terval as provided by a clock and the measure of that
same time interval as provided by a reference clock.
Mathematically, the Time Interval Error function
TIE(t; t) can be expressed as:

TIE(t;7) = [T(t + 1) = T()] ~[Trep (t + 1) = Trer (D] = )
= x(t+1) = x(1),
where 1 is the observation interval; t is the time of the
clock; t.r is the time of the reference clock.

The magnitude of TIE is not normally important,
and by convention, TIE is set to zero at the start of the
measurement. It then tracks change in phase from the
start of the measurement (Fig. 1).

2. MTIE - Maximum Time Interval Error
MTIE (n 1) can be estimated by:

MTIE(nt)) = max x(i)— min x(i)j, @)

max (
1<k<N-n \k<i<k+n k<i<k+n
n=1,2, . ,N-L
The above is a point estimate, and is obtained for
measurements over a single measurement period (Fig. 2).
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To is the sample period; n is the number of samples in each observation interval;
T is the observation interval, equal to nto; n is the total number of samples;
t is the measurement period; x; — is the i-th time error sample; xppk  is the peak-to-peak x; within
k-th observation; MTIE (1) is the maximum X, for all observations of length © within T

Fig. 2.The point estimate, and is obtained for measurements over a single measurement period

Frequency offset and drift

For observation intervals T where a constant fre-
quency offset dominates, the MTIE( t) behaves as <.

For observation intervals t where a linear fre-
quency drift dominates, the MTIE(t) is not theoreti-
cally bounded t From the measurement viewpoint this
circumstance is expected to cause increasing value of
estimated MTIE (1) as the total observation time, (i.e.
the length N of the x; data) is increased.

The behaviour of MTIE( 1) is substantially inde-
pendent of sampling period t,. MTIE (and MRTIE) is
well-suited for characterization of buffer size.

3. TDEV - Time Deviation
TDEV(n t) may be estimated by:
TDEV (nt) =

N-3n+1| n+j-1
(Xi+2n _2Xi+n
| s
6n2 (N-3n+1)

(€)

+Xi)

where n =1, 2, ..., integer part E(N/3), t, is the
sample period; n is the number of samples in each ob-
servation interval; T is the observation interval, equal
is the
measurement period; X; is the i-th time error sample.

to nto; N is the total number of samples; t

Noise performance

The TDEV(t) converges for all the major noise
types affecting actual timing signals. In Table 1, the
characteristic slopes of TDEV( 1), for different noise
types, are reported. The TDEV( 1) allows to discrimi-
nate between WPM and FPM noises.

Table 1
The characteristic slopes of TDEV( 1),
for different noise types
Noise process Slope of TDEV( 1)
WPM 17
FPM !
WFM t!?
FFM T
RWFM T
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Frequency offset and drift

Any constant frequency offset of a timing signal,
relative to the reference clock, has no influence on
TDEV (7).

For observation intervals t where a linear fre-
quency drift dominates, the TDEV( 1) behaves as 7.

For observation intervals where the WPM noise
dominates, the behaviour of TDEV(t) significantly
depends on sampling period T.

TDEV gives more information on the clock noise
than MTIE, but it is not suited for buffer characteriza-
tion. TDEV is sensitive to systematic effects, which
might mask noise components; Adequate filtering must
be done on the measured signal before processing
TDEV calculation. Diurnal wander is an example of
systematic effect.

TDEV result coming out of network measurement
could be heavily influenced by systematic effects.

In [5] Packet TIE(Packet Time Interval Error),
Packet MTIE (Packet Maximum Time Interval Error),
Packet TDEV (Packet Time Deviation), Packet FFO
(Packet Fractional Frequency Offset) are considered.

Packet metrics are the application of conventional
metrics such as TIE, MTIE, TDEV and FFO to time
error sequences created by the measurement of the tran-
sit delays of timing packets.

Such time error sequences may be pre-processed
by use of packet selection and/or packet filtering before

computation of the relevant metrics (Fig. 3). Such met-
rics are denoted with the prefixes “pktselected” (if only
packet selection is involved) and “pktfiltered” (if filter-
ing is involved, e.g. the low-pass action of a PLL).

Hence, pktTIE is the raw TIE sequence created
from the packet measurements, pktselectedTIE is the
TIE sequence following packet selection, and pktfil-
teredTIE is the TIE sequence following packet filter-
ing.

pktfiltered TIE(t,7) = x(t + 1) - X(t); (6]
pktfilteredMTIE (ntg) =
. —C)
max max X;— min X; [,n=LN-1;
1<k<N-n[ k<i<k+n k<i<k+n
pktfilteredTDEV (ntj)) =

n

2
- L |:Z(Xi+2n_2xi+n+xi):| ; ©

6n” \|i5
pktfilteredFFO(N,, ) =
_6x107°0 & 2i 1| O
= in 5 - ,
nty 5 ((2-1) n-l

where T, is the sample period; n is the number of
samples in each observation interval; t is the observa-
tion interval, equal to nty; N is the total number of
samples; t is the measurement period; X; is the i-th time

error sample;
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Fig. 3. Use of packet selection and/or packet filtering
before computation of the relevant metrics

In [5] MATIE (Maximum Average Time Interval
Error) metric, MAFE (Maximum Average Frequency
Error) metricare considered.

MATIE(n 1) may be estimated by:

n+k-1
MATIE (ntj ) = . S é (Xin —X; )‘ ®
forn= 1, 2, ..., integer part (N/2);
MAFE (nt) ) = MAL(MO), ©)
HTO

where T, is the sample period; n is the number of
samples in each observation interval; t is the observa-
tion interval, equal to n 7 ; n is the total number of sam-
ples;t is the measurement period; X; is the i-th time
error sample.

MATIE predicts the largest difference in averaged
time interval error that occurs between adjacent averag-

ing windows of width t. MAFE predicts the maximum
frequency error calculated from the largest difference in
averaged time interval error observed between adjacent
averaging windows of width t.

MAFE is well-suited for the characterization of
frequency error. MAFE is not suited for the study of
noise processes, unlike the complementary TDEV met-
rics. MAFE with floor-based selection is sensitive to a
small number of low-lying outlier

In [5] FPC (Floor Packet Count), FPR (Floor
Packet Rate), FPP (Floor Packet Percentage)are consid-
ered.

Define the minimum observed delay (or the ob-
served floor delay) as:

dpip = min Xi. (10)
0<i<N
Then, define the indicator function which performs

floor packet selection:

min
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0.5) I; if xi < dg,+ 0

1’ = .

PF 0; otherwise, (11)
for0<i<N.

Note that this equation assumes that packet delay
is always greater than d,.

Then:
n
FPC(n,W.8) = 3 ¢§(j:0)
j=n—(K-1) (12)
for (K-1)<n<N;
FPC(n, W, d)
FPR(n,W,8) = ——————~=
(1. W.9) W (13)
for (K-1)<n<N;
p
FPP(n,W,d) =| — | xFPC(n, W, ) x 100 %
(n, W,5) (WJX (n, W,8) x ° (14

for (K-1)<n <N,
where:

7p is the sample period;

d is the cluster range

W is the window interval

K is the number of samples in each window inter-
val

n is the last sample in the current window interval

N Is the total number of samples;

x; is the i-th time error sample.

This category of metrics is suitable for use as a
PDV network limit, and is used in [6, 7].

These metrics require a long enough measurement
period such that the observed floor delay would give a
good enough estimation of the absolute floor delay. The
minimum measurement period depends on the type of
network considered. Long measurement periods, for
instance over one or several days, should be favoured in
order to study diurnal PDV effects.

These metrics may be sensitive to a small number
of low-lying outliers.

These metrics are sensitive to non-stationary net-
work conditions, such as floor delay steps of significant
amplitude. For example, these may occur during net-
work re-routing events.

These metrics are mainly intended to be used as
post-processing metrics. The use of these metrics for

Time Error
A

real-time processing subject to inaccuracy because the
minimum observed delay may change during the meas-
urement period.

These metrics can be used to study the PDV noise
produced independently by the forward or the reverse
direction of a packet timing flow. Consideration of the
combined effect of both directions is for further study.

In [1, 5] TE (Time Error), cTE (Constant Time Er-
ror), dTE (Dynamic Time Error), Max|TE| (Maximum
Absolute Time Error) are considered.

The time error of a clock with respect to a time
standard, is the difference between the time of that clock
and the time indicated by the time standard.

For a synchronized clock (i.e. one locked to the
reference with no long-term time error drift), a model
for expressing the time error of a clock as a function of
time is given by the following equation from [1]:

x(t) =Xgo+ ¢(t) ,
2nvnom

(15)

where:
x(t) is the time error function;
Xo 18 the mean value of the time error function;
¢ (t) is the random phase deviation component;

v is the nominal frequency.

nom

For measurement purposes, this may be split into
three components (Fig. 4):

1. ¢TE: the mean value of the time error function.
Limits are usually specified in fractions of a second
For a clock measurement (e.g. BC or TC), the cTE may
be estimated by averaging a period of over 1000s
For network limits, the averaging period will be consid-
erably longer

2. dTE: the change of time error of the clock.
dTE may be represented using a TIE (Time Interval
Error) sequence. Limits may then be specified using
MTIE and TDEV masks. The data may be filtered be-
fore calculating - consult the relevant standard for the
appropriate filtering recommendation.

3. Max|TE|: the maximum absolute value of the
time error function. Limits are usually specified in frac-
tions of a second. The data may be filtered before calcu-
lating - consult the relevant standard for the appropriate
filtering recommendation.

Max|TE|

cTE-

S
m

Fig. 4. The three components: cTE, dTE, Max|TE|

In [1, 8] FFO (Fractional Frequency Offset) is con-
sidered.

The FFO (Fractional Frequency Offset ) or FFD
(Fractional Frequency Deviation) is defined as the dif-
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ference between the actual frequency of a signal and a
specified nominal frequency, divided by the nominal
frequency. Mathematically, the fractional frequency
offset (or deviation) can be expressed as:

f-f
FFQO = —-fom | (16)
nom
where f is the actual frequency; f,o, is the nominal

frequency.

Calculation from sampled time delay data (such as
might be represented by packet time error sequences)
can be obtained by using the following equation from
GR-1244-CORE:

6x1070 & 2i 1
in[(nz_l)—n_J, (17)

HTO i=1

FFO(t) =

where:

T is the sample period;

n is the number of samples in each observation in-
terval;

Tis the observation interval, equal ton t;

x; is the i-th time error sample.

This metric gives a good indication of the fre-
quency error generated by a packet timing flow.

The packet time-error sequence may be filtered
and/or a subset of packets selected prior to calculation.

Conclusions

In the present work, the following conclusions and
results were obtained:

1) In «Definition and Terminology for Synchroniza-
tion Networks» [1], TIE (Time Interval Error), MTIE
(Maximum Time Interval Error) and TDEV (Time De-
viation) are the three parameters used as basic criteria
for evaluation of quality of synchronization signals, but
only TIE function is directly measured.

2) In Recommendation G.8260 are considered:
Packet TIE (Packet Time Interval Error), Packet MTIE
(Packet Maximum Time Interval Error), Packet TDEV
(Packet Time Deviation), Packet FFO (Packet Frac-
tional Frequency Offset), MATIE (Maximum Average

Time Interval Error) metric, MAFE (Maximum Average
Frequency Error) metric, FPC (Floor Packet Count),
FPR (Floor Packet Rate), FPP (Floor Packet Percent-
age)TE (Time Error), cTE (Constant Time Error), dTE
(Dynamic Time Error), Max|TE| (Maximum Absolute
Time Error).

3) The features connected with analogy and distinc-
tion of calculations of parameters stability of syn-
chronization signals are shown TIE, MTIE and TDEV
in the “classic” network and Packet TIE, Packet MTIE
and Packet TDEV in IP/MPLS networks.
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Penenzent: a-p TexH. Hayk, npod. K.C. Kozenkosa, Jlepxas-
HHH yHIBEPCHUTET TeleKoMyHikaii, Kuis.

NAPAMETPbl CUTHANNTOB CUHXPOHU3ALUU B IP/MPLS CETAX
H.B. ®enoposa, [I.A. Jlemun

TIpugedenvl napamempuvl cmaburbHOCMU CUSHAN08 CUHXPOHU3ayuY 8 “Kkraccuyeckoui” cemu cunxponusayuu (CL{H - cun-
Xponnas yugposas uepapxus) coanacro Pexomendayuu G.810. Paccmompenvi napamempsl cmadbuibHOCMU CUSHANO8 CUHXPO-
Huzayuu 8 naxemuwix cemsx IP/MPLS coenacno Pexomenoayuu G.8260. Ilokazanel ocobennocmu, ceészanmuvle ¢ ananiosuel u
pasznuduem 6bl4UCIeHUll NApamempos cmadunbHOCMU CUSHAN08 CUHXpOHU3ayuu 6 “kiaccuueckoi”’ cemu u cemsx IP/MPLS.

Knrouesvie cnosa: “Knaccuuecrkas” cemo (CL{H), IP/MPLS cemv, cucnan cunxponusayuu, napamempol CUeHaI08 CUHXpO-
HU3aYUY, napamempol CmadUILHOCMU CUSHANIO8 CUHXPOHUZAYUY, USMEPEHUS NAPAMEMPOS8 CUHXPOHUIAYUU.

NAPAMETPU CUTHANIB CUHXPOHI3ALIT Y IP/MPLS MEPEXAX
H.B. ®enoposa, [1.0. [Ipomin

Haseoeno napamempu cmabinohocmi cuenanie cunxpowizayii y ‘“xnacuunini” mepeoici cunxponizayii (CLI - cunxponna
yugpposa iepapxis) 32iono Pexomenoayii G.810. Pozensinymo napamempu cmabiibHOCmi CUSHARIE CUHXPOHI3AYIT Y NAKEMHUX
mepedxcax IP/MPLS 32iono Pexomenoayii G.8260. Ilokazarno ocobaugocmi, wjo nog’si3ami 3 aHanozicio ma GiOMIHHICIIO pO3paxy-
HKi6 napamempie cmabinbHocmi cueHanie cunxpouizayii' y “‘xnacuuniii” mepesici ma mepescax IP/MPLS.

Knrouogi cnosa: “Knacuuna” mepesica (CLI), IP/MPLS mepeoica, cuenan cunxpouizayii, napamempu cueHaiié CUHXpoHi-
3ayii, napamempu cmadinbHOCmi CUSHANI8 CUHXPOHI3AYTT, BUMIPIOBAHHS NAPAMEMPIE CUHXPOHI3AYL.
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