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RECOGNITION OF WIRE STRUCTURE BY CHARACTERIZATION OF ITS
BACKSCATTERING WITH NEURAL NETWORKS

The work is devoted to study the recognition algorithm for a body made of perfectly
conducting wire, on the basis of the spatial distribution of normalized power and the polarization
ellipse parameters for the scattered electromagnetic wave. The diffraction problem is solved by the
integral equation method. A Fredholm equation of the first kind for electric field vector with
boundary conditions of Dirichlet is solved. The numerical solution of the integral equation is carried
out via a system of linear algebraic equations by direct sampling. The feature of kernel integrating is
taken into account. Structure detection was performed using a probabilistic neural network. Feature
vector is defined as the value of the Shannon entropy of the first few components of the wavelet
packet decomposition of scattering characteristics. The decomposition was performed using a
Daubechies wavelet of the second order.
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PoGoTa mpucBsiueHa BHBYEHHIO AJITOPUTMY PO3MiZHABaHHS Tija, BUTOTOBJIEHOIO 3 igeanbHO
NPOBiIHOT0 APOTY, HA OCHOBi NPOCTOPOBOr0 PO3MOJiJy HOPMOBAHOI MOTY:KHOCTI Ta mapameTpiB
ejinca moJsipu3anii po3scisiHoi ejekTpomarHiTHOl XBuJi. 3amauy audpakuii po3B’si3aHO MeTOAOM
iHTerpajpHOro piBHsIHHA. 3 ypaxyBaHHAM rpaHu4yHux ymoB /[lipixje oTpumano Ta po3B’si3aHo
BUpilIeHo iHTerpajbHe PpiBHAHHA @DpearospmMa MepmIOro poay /Js BeKTOpa HANpY:KeHOCTi
€JEeKTPHYHOro mnojs. YmuceabHe pO3B’A3aHHS IHTErpajJbLHOr0 pIBHAHHA BHKOHAHO CIOCOOOM
3BeJeHHAl HOro g0 cHCTeMH JIHIHHMX anrefpaiyHUX pIiBHAHL NUIAXOM NPAMOI AMCKpeTH3amii.
BpaxoBano oco0auBicTe sgpa iHTerpyBaHHsl. Po3nmi3HaBaHHSI CTPYKTypHM NpPOBOJAMJIOCA 324
J0NOMOro iMoBipHicHOI HelipoHHOI Mepe:xi. BekTop 03HAK BHM3HAYeHMIl SIK 3HAYeHHSl EHTPOMIl
IllenHoHa KiJBbKOX NEPIIMX KOMIIOHEHT BeiiBJIeT NaKeTHOr0 PO3KJIAJaHHA XapPaKTePUCTHK
po3citoBaHHsl. Po3Kk1agaHHsI BHKOHAHO 32 10MOMOI0I0 Beliiera Jlodemm Apyroro nmopsaky.

Karouosi cioBa: qudpaxiis e1eKTpoMarHiTHOI XBHIIL, METO/ iHTErpaJIbHOTO PiBHSHHS, IMOBIpHICHA
HelipoHHa Meperka, BEeHBIIET aKeTHE IIEPETBOPEHHS, pO3Ii3HaBaHHS 00'€KTa.

Pabora nocesilieHa HCCIEI0BAHHI0 AJTOPUTMA PACHO3HABAHHMA Teja, H3rOTOBJICHHOIO W3
HJeaJIbHO INPOBOAsAINEH INPOBOJOKHM, HAa OCHOBAHMH NPOCTPAHCTBEHHOI0 paclpejeIeHUs
HOPMHMPOBAHHOII MONIHOCTH W IapaMeTPOB  JJUIMICA MNOJAPH3ALMM  paccessHHON UM
3JIEKTPOMarHuTHON BOJIHBI. 3agaya AM(PAKIMHU pelIeHAa MeTOJ0M HMHTerpajJbHOro ypasHerusi. C
y4€TOM IpaHMYHBIX yca0BHil [IlMpHXIle Mo/IyYeHo U pellleHO HHTerpajibHoe ypapHeHHe dpearoabma
NepBOro poaa /Jisi BeKTOPa HANPSKEHHOCTH 3JIeKTPHYeCKOro moJs. YmuciaeHHoe pelieHHe
HHTErpajiIbHOT0 YyPABHEHHS BBINOJHEHO CIOCO0OM CBeJleHHsl €ro K cHcTeMe JIMHeHHBbIX
ajredpanyecKux YypaBHeHMil NyTéM MNPAMOI JUCKpPeTH3alMU. YYTeHa OCO0EHHOCTh siapa
HHTerpupoBanus. Pacmo3HaBaHHe CTPYKTYpbl MPOH3BOJAHJIOCH € TOMOIIBI0 BePOSTHOCTHOM
HelipoHHOI ceTu. BexkTop nmpu3sHakoB omnpenenén kak 3HayeHuss JHTponuu IllenHoHa HecKOJIBKHX
NEePBbLIX KOMIIOHEHT BeHBJIET IIAKETHOIO Pa3/I0/KeHHs XapaKTepPHUCTHK paccenBaHus. Pasioxxenue
BbINIOJIHEHO ¢ MOMOIIbIO BeiiB/ieTa /{o6emn BTOPOro nopsjaka.

KuaroueBble ciioBa: nudpakuus >I€KTPOMarHUTHOH BOJHBI, METOJ HHTETPajbHOrO YpaBHEHUS,
BEPOATHOCTHAs HEHPOHHAs CETh, BEHBIIET MAKETHOE MPEOOpa3oBaHue, paclo3HaBaHHe 00bEKTa
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1. Introduction

Neural networks are well established in the classification problems, approximation
and recognition. At the moment they are being increasingly used in various fields of
science and technology. The ability of neural networks to learn led to their use in image
recognition systems, speech processing, construction of prognostic models in economics,
etc. [1, 2].

There are a large number of works devoted to the problem of recognition of metal
objects on the characteristics of scattering of electromagnetic waves in various ranges.
Underwater object recognition method based on the information on the distortion of the
constant magnetic field and body image in the optical range is given in [3]. In [4]
subsurface object identification is made on the basis of the impulse response of the
reflected electromagnetic waves.

In the present paper the solution for object recognition is given. The object is made
of conductive wire. Backscattering characteristics in the resonance wavelengths and
probabilistic neural network are used. Similar problems arise in the determination of
parameters of radar targets in the detection and recognition of metallic objects hidden
under a layer of earth or beyond the dielectric wall, etc.

Another problem in the application of neural networks is to construct a feature
vector based on the received signal. In this paper we used an approach of energy
allocation vector signs based on wavelet packet decomposition, which is applied for the
recognition of geometric textures [5].

2. Formulation of the problem

The solution of the problem of body recognition based on the power parameters
and of the polarization ellipse of scattered it on plane harmonic electromagnetic waves
is considered. The incident wave is circularly polarized and propagates along the z-axis.
At a distance h from the origin the body is located, it rotating in the plane X0z at an
angle 0.

Basing on the complex amplitudes values in the vertical and horizontal planes, we
calculate the power values, the ratio of the semi-axes and the angle of the semi-major axis
of the polarization ellipse of the reflected wave. We carry out our investigation at 256
points equally spaced on the interval of the length L = 200 mm. The segment lies on the
axis of abscissas symmetrically to the origin. Upon decomposition signal approximating
and detailing component using as Daubechies wavelet filter of the second order, the
number of samples in a discrete representation of the signal is reduced by half. Procedure
for wavelet packet decomposition is N-fold repetition of expansion of each of the
previous step constituents. Since 256 = 28 it is easy to estimate the dimension obtained
by multiple expansion vectors.

We consider four kinds of bodies as scatterers. They are made of perfectly
conducting thin wire: metal rod, metal ring, square frame and two perpendicular rod
welded in the center. We assume that their characteristic geometric parameters (the rod
length, the ring diameter, the length of the square, the length of crossing bars) are equal
to 30 mm.

3. Solution of the diffraction problem
The electric field vector of the incident electromagnetic wave has two components

(at the initial phase shift % of one of them, for circular polarization):
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E™ = exp(-i(kF))- %, , (1)

E"™ = exp(-i(kr))- ¥, )

Here are k = kz,, k= ZTE, A =30mm. Orths of coordinate axes are denoted as X,, Y,,

Z,, . Parentheses denote the operation of scalar multiplication.

The solution of the diffraction problem was obtained by the method of integral
equations for the electric field (EFIE) [6, 7, 8, 9]. An incident electromagnetic wave
excites the body surface current density. By virtue of the assumptions about the subtleties

conductor, we neglect azimuthal and radial current components of and present the current
in the form [10]:

J=2nbl T (3)

where 7T is a unit vector of the body defined by its structure, it is tangent to the surface;
b is the conductor radius.
Induced surface current excites the diffracted electromagnetic wave, which is given by:

E*(r)=[P(Fr,7)I()d". 4
L
The operator kernel is a tensor:
ﬁ(r,r'):%(AmrTf +k2i)g 5)
i
Here: (¢-= w — the Green function of free space, Ar=F—-r1', R= |AF ,
T
34 3ikR - (kR)’

, | —the unit tensor, Z =120 — impedance of free space.

f ~
The Dirichlet boundary conditions on the surface of an ideal conductor are
represented in the convenient form

(%.E)=0. 6)

Here E = E™ + E* is the total electric field vector.
Substituting expressions (3) and (4) into the boundary condition (6) gives the
Fredholm equation of the first kind relatively the surface current

(T; E‘”°)+ (?;ZEb [P(r,F e 3(F)dl J =0. (7)

We rewrite (7) in a more convenient form for numerical calculations.

We calculate the components of the scattered electric field EX and Ey, reflected

power P, the ratio of the polarization axes of the ellipse &, the angle of the semi-major
axis of the x-axis y . The calculations are performed in the above 256 points.
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Fig. 1 - 3 show the characteristics of the scattered electric field of the bodies.
Removing size from the center of the body coordinate system starts from h=100 mm,

the rotation angle of the body 6 = 0°.
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Fig. 2. The angle of inclination of the semimajor axis of the ellipse of polarization of the reflected wave.
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Fig. 3. The ratio of axes of the ellipse of polarization of the reflected wave.

3. Construction of the feature vector. The structure of the neural network

Detection was accomplished by the body parameters described above of the
reflected wave. Thus, the power distributions produced by the normalization at its
maximum value are performed. This procedure is used to detect body shape
characteristics. This approach allows to reduce (but not eliminate) the impact of the
volatility of the generator and power absorption in the medium.

Detection is performed by a body applied to the input of the neural network feature
vector, which is obtained based on the calculated parameters. According to the theory of
neural networks for the effective recognition of the dimension of the input vector must
not exceed the value 10 —15 [2]. Note that these assumptions are only estimates and
depend on the structure of the neural network and the available computing resources. Use
of a feature vector composed of the 256 x 3 calculated values is not possible.

The preparation of the feature vector, which contains a sufficient amount of
information for recognition, was performed with using a wavelet packet transform.
Characteristics of the power distribution are expanded on the approximating and detailing
components using Daubechies wavelet of the 2nd order. The consistent application of the

procedure of multiple N expansions allowed reducing the original feature 2" vectors.
. . . . 256 _
Dimensionality of the data vectors is —— = 28" 111, 12].

Calculated energy values (Shannon entropy) derived vectors, and selected the first
five of its values. Note that the choice of the wavelet decomposition level and of the
number of selected energy values is not straightforward. Determination of the optimal
type and its values is an issue that needs special consideration.

Repeating the described characteristics of the distribution operations for axial ratio
and inclination of the major axis of the polarization ellipse of the reflected wave also
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leads to the five energy values for each of the characteristics. The consistent association
defines the values obtained-dimensional feature vector signal input to the neural network.
In addition, reducing the dimension of the input vector of the present approach allows
partially cutting little information of the signal components and increases its immunity.
To solve the problem of recognition, probabilistic neural network was used. The
network consists of two layers (Fig. 4). The first hidden layer consists of 400 radial basis
elements. The second layer comprises four neurons with linear transfer characteristic.

Layer
Input W Layer Output
T = @ o4 M@0+
15 B | — 4 4

400

Fig. 4. The structure of the neural network.

Output vector is four-dimensional. Each of the outputs of the neural network of this
type corresponds to one of the recognized classes of bodies. Thus, the decision on a
particular class of lens accessories is based on an element of the output vector having the
greatest value [2].

4. Training and testing the neural network recognition algorithm
To construct a training set, samples were chosen as follows: 10 of the parameter h
in the range of 50 to 150 mm and 10 of the angle of rotation €of the body in a

range 0° +90° . For each case the calculated feature vector was defined according to the
procedure described above. Trust is a four-vector, in which the only nonzero element is
the one that corresponds to the considered body:

1 0
0 1 )
Y = ol for the rod; Y = ol for the ring;
0 0
0 0
0 0
Y = : - for a square frame; Y = 0 - for the skew rods.
0 1

Thus, the training set consists of 10x10x4 =400 pairs of vectors.

When testing, the algorithm determines the probability of correct recognition of the
body on the ratio of signal power to the noise power is carries out. Testing technique is as
follows: for certain values of signal-to-noise randomly selected scattering body and
parameters in the specified ranges. Values of vertical and horizontal components of the
scattered electric field, to which is added a certain random signal power calculated. After
calculating the dispersion characteristics determined a feature vector, which is input to the
neural network. The network with maximum value of the signal provided the possibility
to a particular class. This procedure is repeated once for each value of the ratio of signal
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power to noise power. The probability of correct recognition was estimated as a ratio of
the number of correct results of the tests to the total number.
Fig. 5 shows the probability of the correct recognition of the body from the power
ratio of the signal power to noise power.
Probability

1 , — — — C

[IR=R EFE

0.8

0.7

0B

“alue

05

0.4

0.3

0.z

0 nos o 2 02 03 03% 04 04 05
Signal/noise

Fig. 5. Dependence of the probability of correct recognition of the level of the signal-to-noise.

Feature of statistical research method determines the characteristics of affectation
curve in Fig. 5 [8]. The graph shows that the correct recognition of a body with a
probability of about 80-90% is retained in the growth signal to noise ratio to
around 20% .

5. Conclusions

The numerical solution of the problem of diffraction of a circularly polarized
electromagnetic wave on the bodies of various configurations made of perfectly
conducting wire is carried out. The diffraction problem is solved by the integral equation
method. An algorithm for determining the feature vector with using wavelet packet
transform is described. Probabilistic neural network is created and trained.

The methods described here show the possibility of correct recognition of a body
from its backscatter characteristics. Thus, a high probability value is maintained when the
additive noise power is present. This method can be developed for the case of
electromagnetic wave scattering by bodies of other configurations that may be in a
dielectric medium or behind the wall.
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