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TWO APPROACHES TO BUILDING OF NUMERICAL METHODS
SECOND ORDER FOR ANALYSIS DYNAMICAL SYSTEMS

The two approaches to minimize of error discretization for numerical methods second order,
which is based on a modification of the method of trapezoids and setting the time when
deposits explicit and implicit Euler methods have the same contribution to the amendment to
the next discretization point of dynamical system. The expediency of its application to the
analysis of nonlinear dynamical systems of oscillatory nature with a high quality factor and
long transient’s processes.
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3amponoHOBaHO /IBa MiIXOAW 0 MiHIMI3aIlil MOXHUOKH JUCKPETU3AIil Ul YUCETBHUX METOMIIB
JIPYTOro MOpSAAKy, IO IPYHTYIOThCS Ha Moaudikanii MeTomy Tpamemniii i BU3HAYCHHI MOMEHTY
9acy, KOJIM BKJIAJIH SIBHOTO 1 HesIBHOro MeToxiB Eifnepa MaioTh ofHaKOBHMIT BHECOK y HONPABKY
JI0 HACTYITHOI TOYKH JUCKpEeTH3alii JMHAMIgHOI cucTeMu. PO3IIIsIHYTO JOMINBHICTH iX 3aCTOCY-
BaHHS IS aHANI3Y HETIHIMHNX TUHAMIYHAX CHCTEM KOJIMBHOT'O XapaKTEepy 3 BUCOKOIO T00POT-
HICTIO 1 TPHBAINMH TI€PEX1THUMH HPOI[ECaMU.

KuarouoBi ciioBa: noxubdxa ouckpemusayii, uuciogi memoou, Cmitikicms, OUHAMIUHT CUCTEMU.

In the analysis of complex dynamic processes and phenomena that can be described
by a system of continuous differential equations presented in the normal Koshy form:

dx
E:f[x(t). t],

where x — N-dimensional vector of state variables; f — N-dimensional vector function
describing the dynamics of the phase trajectories of the system, using numerical
(difference) methods for discretization. Such methods should be convergent and have a
small sampling error for the preservation of qualitative and quantitative correspondence
between the investigational process or phenomenon and its discrete model [1-5]. The
second requirement for difference methods — a property A — stability. Otherwise, the
presence of a small truncation error deduction admitted one step can lead to the
accumulation of errors during movement depicting points along the phase trajectory
and complete unfitness for applied uses the final result deductions [6, 7].

The programs for computer analysis of electronic circuits [7], the analysis of the
behaviour of systems with complex dynamics [3, 4], the analysis of oscillatory systems
with high Q-values for which the transition is long [6], there is a problem between the
complexity difference algorithm and its accuracy. Typically, using methods not higher
than second order of complexity or these combinations. In particular, the commonly
used method of trapezoids [6, 7]. Difference formula for this method is:

h
Xn+1 =Xp +E(fn +f n+1) . (1)

This formula is a combination of two methods: the first half of the sampling step
using an explicit Euler method and in the second half of the implicit Euler method [8].
As a result of the construction of such a combination, as indicated by numerous publica-
tions accuracy increases more than an order of magnitude compared to the Euler method.
In addition, this method is characterized by the property of A — stability, which is con-
firmed by calculation of generator circuit with high Q-factor [6] and long transients [9].
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A method of minimizing error rate. In [7] proposed to consider amendments to
the next sampling point is the middle step, but at the time when deposits explicit and
implicit Euler’s methods are equivalent. For this purpose the difference Eq. (1) are
presented in the form proposed by Liniher—-Wiulaby [10]:

Xps1 =Xp +h@Q—p)fy +h-p-frg, )
that when p = 0 corresponds to the explicit Euler method; p = 0.5 — method of trape-
zoids; p = 1 — implicit Euler method. Equating the second and third terms on the right

side of Eq. (2) obtained the value of u at which the explicit and implicit Euler methods
for making the same contribution to the amendment to the value x,:

fn
p=r—r . (©)
fn + fn+1
After substituting (3) in (2) received a new difference formula:
2-h-f, - f4 @)

Xn+1 =X n"r .
(fn +fn+1)

Because of the construction of the formula (4) the contribution of each of the methods
of Euler’s less than half the distance between h, and h, .1, then the method (4) gives a
guaranteed limit on the amount of sampling error at each step and provides its positive.
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Geometric interpretation of approach iterative to minimize the error rate.

Geometric illustration of the proposed method of reducing sampling error is illus-
trated in Figure. If contribution for explicit and implicit Euler method to the next samp-
ling point to consider at the moment that corresponds to point C (see Figure), we get
the trapezoid method, in point B — we have proposed a method that made equivalent
contribution Euler’s methods, at point A — the optimum combination is obtained, which
corresponds to the point of intersection of tangents to x, and x, + 1 points rate.

To estimate the error of the method (4) an analysis of sampling error on the
example of the conservative model of second order

2
L S
dt
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confirmed that sampling error method (4) is proportional to h2/24, as in the method of
trapezoids, but has the opposite sign and twice the smaller absolute value. Studies have
shown that the method (4) as a method of trapezoids has the property of A-stability.

Iterative approach to minimize the error rate. Given that the error of the
method (4) and the method of trapezoids (1) have opposite signs, can hold their
arithmetic averaging, thus reducing the value of error. Applying the first half step (4)
and the second (1), we obtain the difference formula
Pt Nt ©
(fn +fn+1) 4
what is the name of difference combination of the first kind (C1K). Sampling error
when using (5) to the conservative system was two times less than the method (4) and
opposite in sign with respect to the method of trapezoids. Now, after averaging (1) and
(5) we obtain the difference combination of the second kind (C2K):

M _,_ﬂ(fn +f..4). (6)
2: (fn + fn+1) 8

As shown sampling error analysis method (6) when considering the model
without loss, it was 4 times less than the error of the method of trapezoids and two
times smaller than the error of the method (5). The sign error in C2K coincides with the
sign of the error in the method of trapezoids and opposite to the error that gives C1K.
Thus, we can expect further reduction of the sampling error of a combination of
methods (5) and (6), which leads to difference combinations of the third kind (C3K):

QST S p ). )

4.(f,+f,q) 16

Note that the considered combination of (6) with (4) inappropriate (although she

has a right to exist), since (5) is 4 times smaller error rate, compared to (4). In addition,
signs of error in (4) and (6) coincide.

The winning combination for minimizing error rate. The proposed combina-
tion of difference schemes constructed in such a way that the combination of odd genus
(C1K, C3K) is more significant is the contribution of the second term in the formulas
obtained, compared with the third, and combinations of even genus (C2K) these deposits
are virtually aligned. This structure provides a change of sign of error in obtaining new
combination. Thus, we can construct a second-order method, which will provide up to
the members of the second order of smallness arbitrarily small error rate. After arithmetic
averaging (6) and (7) we arrive at the difference scheme fourth generation (C4K):

5-h-f,-f,,q 11-h

Xpa1 = Xp+ + f,+f 8
n+1 n 8'(fn +fn+1) 32 ( n n+1) ( )

Analyzing the Egs. (5)—(8), the k-th step, half step using a combination of steam and the

odd half-step, we obtain the difference scheme for a combination of k-th kind (CKK):

a 'h'fn 'fn+1

X1 =Xp+

Xny1 =Xp+

Xns1 =Xp

Xnt1 =Xpt +aygg-h-(fy +f 50, C)]
(fn +fn+1)
where
o 2k _ (—l)k . - 2k+l + (—l)k
3 . 2k*1 ! +1 3 . 2k+1

Obviously, with increasing k values of the coefficients a, and ay.; are reduced,
leading to a reduction in the error rate.
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In this case, the error discretization any k-th combination can be calculated by the
equation

(-1
6= 2k+l ! (10)

confirming the analysis conservative second order systems and systems with a high
figure of merit of high order.

In order to minimize sampling error in (9) feasible limit switch, sending k to
infinity. Get the difference scheme (11) for which to terms of second order smallness
sampling error missing:

MJrl.h.(fnJrfnﬂ). (11)
3'(fn +fn+1) 3

The conclusion that there is no sampling error of the difference scheme (11)
follows from the equation (9), if it target k to infinity.

Note that all the obtained difference formulas (4)—(9), (11) for continuous samp-
ling systems have the property A — resistance that prevents the accumulation of samp-
ling error during long transients that are characteristic of dynamic systems with high
quality factor. This result is confirmed by calculation quartz generator devices and high
good-quality generator circuits with long transients [6].

Direct search for optimal combinations. In order to obtain direct analytical
expression for which the error rate in the first approximate missing, find the
coordinates of point A Fig. 1, corresponding to the intersection of tangents

n n+l
X=Xy +f,t and x=xp +f 4t

X1 =Xp+

conducted in two adjacent n and n +1 points rate. Equaling right parts in the last two
equations, we obtain:
Xn+1 _xn
t=-0 -0, (12)
fn _fn+1
where

n n+1
XO :Xn _nhfn 3 XO :Xn+l_(n +l)hfn+l y

as shown in Figure. On the other hand, since the intersection of tangents corresponding
values

t=h(n+p). (13)

Equaling right sides of Egs. (12) and (13) we find the value of u, the choice of

which deposits explicit and implicit Euler method provides a point of contact with
phase n to n +1 point sampling:

Xn+1_Xn+ h1:n+1 .
(fn_fn+1) 1:n_fnJrl

Substituting the value of p from (14) in Eq. (2) we obtain an optimal combination
of second-order numerical method for which no sampling error:

Xni1 =Xn +/12(F, + hf, ) . (15)

For algorithmic complexity (15) simpler method (4) and slightly inferior method
(1), while ensuring minimum error deductions associated only with precision
representation of numbers in the environment deductions.

Note that all the resulting difference formulas (5)—(9), (11 ), (15) for continuous
sampling systems have property A — stability, which prevents the accumulation of error

u (14)
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rate during long transients that are characteristic of dynamic systems with a high
quality factor. This result confirmed the expectation quartz generator devices and high
good-quality generator circuits with long transients [6].
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