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The problems of optimization of database placeriretite modeling of distributed information
systems is considered in the presence of interrieediarage servers as servers of data catching
that play the role of data accumulation centersnaiiging the batch mechanism data transfer
placement. The mathematical formulated problenwsptifnal replication bases in the distributed
information system is in the condition of minimigithe time of synchronization and minimizing
the average time needed to find information. Thecise solutions of the formulated problems
using dynamic programming methods are obtaine8¢iiman recursive equations).

The adaptation of the ant colony algorithm is eatrdut to construct solutions to the problems
of optimal placement of replication databases. #eseof numerical experiments are conducted
and a conclusion is made as to the computatiofieiesicy of the application of this approximate
method in the case of increasing the number of siofléhe distributed information system.
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MOJEJIOBAHHSI OITUMAJIBHOI'O PO3TAIIIYBAHHS BA3 JTAHUX
IH®OOPMANIMHUX CUCTEM 3A HAABHOCTI IPOMI)KHUX CEPBEPIB

P. II. KpacHiwok, I'. I'. Hereauk
JIbBiBChbKUI HalliOHAJIBLHUI YHiBepcuTeT iMeHi IBana ®@panka

Po3risiHyTO 3amady MOJCTIOBAHHS ONTHMAIBHOIO PO3TALIyBaHHS peIUTiKauifiHux 0a3 JaHuX
iH(opMaIiifHIX cHCcTEM 3a HasIBHOCTI CepBepiB MPOMDKHOTO 30epiraHHs JaHHX, IO BiAIrpaloTh
pouib cepBepiB ix KeuryBaHHs. MaTeMaTHYHO 3a/1a4i ONTHMAJIFHOTO PO3TAalIyBaHHs 0a3 perti-
Kawii y posmofineHiit inpopmauiitHiii cucremi chopMynbOBaHO B yMOBax MiHiMi3alii 4yacy
CHHXPOHI3aLil Ta CePeHBOr0 Yacy, HeoOXiqHOTO Juis mouryKy indpopmarii. OTpUMaHoO SK TOUHI
PO3B’s13KKM CHOPMYIIBOBAHUX 3a/lad 3 BUKOPHCTAHHSAM METOJIB JAMHAMIYHOTO IPOrpaMyBaHHS,
TakK i HaOIIKEHi, 110 IPYHTYIOThCS Ha aJanTalil alrOpUTMY MYpPaIIWHOT KOJIOHII.

KnrouoBi caoBa: onmumizayis, mamemamuune npozpamysanus, po3nooineHi ingopmayiiini
cucmemu, OUHAMIYHe NPO2PAMYBANHS, peKypeHmui pignanus bennvana, aneopumm mypawunoi
KOJIOHII.

Introduction. The design of databases in distributed informasgstems is a
complicated problem that requires solving a numifetasks, among which the fol-
lowing can be specified:

— optimization of database placement by nodeseadiigtributed information system;

— synchronization of access to data and paralEgssing of requests to ensure
the required productivity of requests;

— support of duplicate data in multiple system mode reduce data transfer
operations when queries are executed.

In accordance with the existing tasks of desigratpbases in distributed infor-
mation systems, new approaches have emerged ingltité need for data replication
(DR) — an asynchronous process of transferring changi® &fource database to the
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database which belong to different nodes of th&ibliged system. The functions of
DR are performed by special module of the datalbeseagement system — the data
replication server, which is called the replicatits.task is to maintain the identity of
the data in the target databases the data in threesdatabase.

However, the use of this technology requires tHetism of a number of optimi-
zation tasks, including the optimal placement gilication databases in a distributed
information system in the conditions of limitatioos the computing resources of
nodes to minimize the time of data synchronizattorto minimize the average time
needed to search information provided there is eednfor synchronization of the
replication databases. In the technological aspghese tasks can be solved by the
presence of intermediate data storage servers vpaghthe role of data accumulation
centers for using the packet transmission mecham&ra consequence, the study of
optimal database distribution in information systeisi relevant to the formulation of
the corresponding mathematical models. The soludfothe corresponding optimiza-
tion problems is the subject of research of thizepa

Because of the importance of the problem of optidisiribution of databases in
information systems the systematization of math&mkapproaches and models for
the modeling of distributed database systems wagdaout in [1]. The investigation
of mathematical models of multicriteria synthedighbysical structures of distributed
databases was considered in [2] in which mathealatimdels were formulated and
developed to implement in computer networks diffietepologies by criteria of mini-
mum of reduced costs, access time to data and rietvadfic.

The concepts of construction and selection of ibisted databases of information
retrieval systems are devoted in [3]. This congepised on the analysis and evaluation
of qualitative and quantitative features determibgdlifferent technologies of database
development to identify priority technologies arad s dominant features that will be
involved in the automated design tools. Algorithmpiovision of distributed databases
is considered [4]. The life cycle of designing atdbuted database is described as well
as its stages. The problem of designing a diskibutatabase is formulated and its
complexity is estimated. The choice of genetic afgms for the solution of the given
problem is substantiated and an approach is prdptbs¢ allows us to consider the
interdependence of the design stages.

The difference between this work and the resultstioér authors is the formation
of new mathematical models for optimizing the dlsttion of replication databases,
constructing both accurate and approximate solstwith the formation of efficient
numerical algorithms. Exact solutions are cons&diatising dynamic programming
methods. Bellman's recursive equations are obtain&idare the independent results
and can be used to analyze the accuracy of catmsatof the corresponding
optimization problems using numerical methods. @esithe ant colony algorithm was
adapted to the mathematical models. Accordingeéadisults of numerical experiments
a conclusion is made regarding the computatiorfaieficy of the application of this
approximate method with the increase of the nundfenodes of the distributed
information system.

The formulation of mathematical models. The problem of optimal distribution
of replication bases in a distributed informatiopstem with servers of intermediate
storage of data in terms of the synchronizationetiminimization is mathematically
formulated.

Let m databases need to be placed iretwork nodesn( < n) in the presence of
I (I < m) intermediate storage servers. Denote the banbvaflithe communication
channel per unit time from the nod® the nodg for the use of the intermediate storage
serverk throughpj.. The average amount of data that needs to beferagd from node
i to nodgj using the intermediate storage seriwéon synchronize replication databases
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is ai. Then, if we introduce the coefficientg of using the communication channel in
the optimization task, the mathematical model basdlation:

F:iiio“imk ~ min, 1)

i=1j=1k =1 Pijk

n n | n |
Xk ={0. 3, XX > xps2m, ¥ xsm-1, i,j=lL.nk=1.1 (2
i=1j=1k=1 i=1k=1

Mathematical formulation of the problem of optingistribution of replication
databases in the nodes of the information systein seirvers of intermediate storage
of data provided that the average time needechtbififormation is minimized.

As in the previous case) databases need to be distributed tf the information
system fn < n) in the presence ¢f(l <m) intermediate storage servekg; — the inten-
sity of requests from the nodléo the databagefor the use of the intermediate storage
serverk; Bjx — the value of the data to be moved in responseegadquest between the
nodei of the information system and the bsgj. — the channel capacity per unit time
from the nodd to the databasgusing the intermediate storage serkeflhen if you
enter coefficients; that determine whether the databp&elocated in the nodi the
mathematical model of the problem in this caseighs

n m | )‘i' .
DIDIP I
:izlj:szl ijk
n m |
22 2 Nk

i=1j=1k=1

F

- min, 3

n | m |
Xijk ={0,}, 2%k 2L j=l.m, > > (A-xi)=1 j=1..n. 4)
i=1k=1 j=1k=1

In the absence of intermediate storage servers theematital formulation of
optimization problems (1), (2) and (3), (4) are somatsimpler:

n n a” .
F=>>—x - min, (5)
i=1j=1Pjj
n n n .
x ={0,3, Y > x<2m, Yx<m-1, ij=1..n. (6)
i=1j=1 i=1

n m )\i. )
> 3N o)

_imj=1 Pj

F — - min, (7)
2 2 A
i=1j=1
x ={0,3, Yx=2Lj=1L..m, Y(@-x%)=1 j=1..n. (8)
i=1 j=1

An effective approach to constructing the analytitutsons for the formulated
optimization problems (1)—(8) is the use of dynaprizgramming methods [5]. Without
suggesting the intermediate calculations, the finallte can be given Bellman’s
recursive equations for problems (5), (6) and (7}, (8)
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R(0g)=al g ). Fo(ta)=min {aO0) + Faf 4\ % )} ©)
qp(xpj)=mjin{/\ij}, i=L2,...,n; p=2,3,...m,

where A;; in formula (9) for problem (5), (6) is equal w; /p; and for problem
(7), (8)—to (\iBy ) /my -

The formulation of the computational algorithm for constructing a solution
of optimization problems. Because of the complicated above mentioned matleahat
models, an effective way to construct an optim@aproblem solution is to use the ant
colony algorithm [6, 7]. We can prove that the peolis of the distribution of databases
(1), (2) and (3), (4) can be reduced to the folluyvi

n m |
Fzzzzyljk)ﬂjk — mln, lek ={0,1}, i=1,...,n,j= 1,..m k: 1,..], , (10)
i=1j=1k=1
and additional conditions for the desired paransetérthe problenx;., which are not
critical to the illustration of a common schemettoé algorithm. In formula (10), the
coefficientsy;, are determined by “total costs” for the placemeithei database in
thej node of the information system.

By using the MMAS algorithm [7] whose modificatioare considered in this work,
we have three additional conditions to the gersrhéme of the ant colony algorithm:

— in the renewal of the pheromones it takes ondy libtter of the current ants
iteration;

— the value of the pheromone level is limited t® itterval[ L, >0, Liyay

— at the beginning of the algorithm, the level bepmones for all nodes is set to
a level L5« Which provides a better study of the set of sohgito the problems at the
initial stage.

The ant colony algorithm discussed hereafter igtitee where, at each iteration,
the colony (set) of ants generates a set of solsitio accordance with the levels of
pheromones. We can obtain these results, the best will be selected which will
update these levels of pheromones.

If we enter the designation for the appropriaterpim®ne levell, (i, j k), wheret

is the current iteration index;andj define the database indexes and the information
system node respectively, the probability of plgcihei™ database in thg" node of
the information system, provid that the use offientermediate storage server, is

(LG i O] Ty 197 P KOS.;

Paafii)= X [Leipor )] Ty 1 (12)

0, 1 kOSs;

In formula (11) theS ¢ is the set of not used nodes information systehichv

can be hosted databaskr s" ants’ colonyg is parameter that defines the “greed” of
the algorithm under the conditian= 0 the choice of the node will be determined by
the lowest “total costl; and conditiong = 1 determines the choice of the node only
for the level of pheromones, which determines tiygd degeneration of the result to
one suboptimal solution. Note that the formatiom GEtS ¢ at each step of the algorithm
is carried out using additional conditions for thesired parameters of the task of the
corresponding optimization problem.
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Among the solutions formed by each ant the besti®selected that will be used
to update pheromone levels:

I-min’ L* s I-min;
L@ K)=4 L'y Lypin <L <Lpae U =pO @ k)+AL (k) (12)
Lmax' L* 2 LmaX!

whereplJ(0,1) is the velocity of evaporation of pheromoneés; (i, j k) = xilj’ff‘ is the

contribution of the best ant iteration to the gahével of pheromones in the nodes of

the information system, wheré"fft is the best solution in the iteratiomhich provides

the least value of the target function (10).

Using the above considerations we will provide #$wheme of ant colony
algorithm for replication database distributiorktas

Step 0. The value of the error of calculationisthe value of the maximum number
of iterationstmay the interval of change in the level of pheromofies;,, Lnax - the
value of the parameters of the “greed” of the athor g and the rate of evaporation
of pheromone$ are determined. For each node of the informatyaitesn, the level of
pheromone is set at the levgl.x and the iteration indeix= 1 and also the initial value

of the target functiorty = nld Eﬁmall(xyijk] are set.
I’J!

Step 1. The initialization of the ant colony by one oéthossible ways:

— coverage of nodesthe number of ants coincides with the number afesm
information system when each ant is initially pthoethe corresponding one of the node;

— accidental coverageinitially ants in the nodes of the information ®m are
placed randomly when the number of ants and syestedes may not coincide;

— placement of the colony in focughe whole colony of ants in each iteration is
in one node of the information system. Number a§ amthe colony can be arbitrary;

— migrating colony- the whole colony of ants in each iteration mov&® ian
arbitrary, randomly chosen node of the system. fdimaber of ants in a colony may
also be arbitrary.

Step 2. Calculation of the solution of problem (10) fachk ant from the colony
by the use of probabilities (11).
Step 3. The choice of the best solutio;tdﬁf’ft for the current iteration from the
condition of obtaining the smallest value of thejesbive function with (10):
nm |
— | (ybesty — b
R A EDIDIPWT i
i=1j=1k=1
Step 4. Checking of the conditions for termination ofrtgons: the found values
of the target function in the last two iterativeps of the algorithm do not exceed the

error of the calculation$F, - F,_; K€ or exceed the maximum number of iterations
t >t FOr fulfilling these conditions the vaIue@ﬁfft found in the current step from
the solution of the corresponding optimization peol Otherwise, proceed &tep 5

Step 5. Increase the value of the index of iterationyo@t, carry out the calculation
of the pheromone level by formula (12) and retarBtep 1

Remark 1. As it is clear from the above consideratioBtep 2of the proposed
algorithm allows parallel calculation of the sodutiof the optimization problem (10)
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for each colony ant. It is clear that this providesduction in the total running time of
the algorithm.

Remark 2. From the practical point of view, in the taskspddcing replication
databases, it is not necessary to obtain a globahmam-— it is sufficient to obtain a
locally optimal solution, which is provided by clemoof coefficiengj close to unit and
coefficientp > 0.5. Fulfillment of these conditions ensuresvasgence of the algo-
rithm though, possibly, to the local minimum.

The results of numerical analysis of the optimization problem by the formu-
lated algorithm. As numerical experiments have shown, the ant colalgprithm
provides the optimal solution to the tasks of pigaieplication databases for 250...500
iterations with arbitrary precision. Data for nuinal experiments are chosen randomly,
the obtained results of the calculation by an axiprate algorithm are compared with
exact solutions found using the Bellman’s recureeeguations. It should be noted that
the effectiveness of the application of the anbuplalgorithm increases with the in-
crease of the problem dimension — the numtadrdistributed information system nodes.

Fig. 1 presents the dependence of the mean tingofang optimization problems
(5), (6) and (7), (8) on the ant colony algorithmcomparison with the results found
using Bellman's recursive equations (9), wherddfidigure corresponds to the case of
the distribution of six databases between the eighes of the information system, and
the right— an option for placing eighteen databases amontiety-four nodes of the
information system. The expected efficiency of dpgroximate method of finding the
optimal value of the target function is observethvthe increase of the dimensions of
the problem.

()]
[Ne]
i

S = N W B

8)

W Bellman's recursive equations B The algorithm of ant's colony

Fig. 1. Dependence of the mean time for solvingnogation problems (5), (6)
and (7), (8) (in seconds) by using of the ant cplaigorithm and Bellman’s recursive equations.

The influence of the “greed” parameter of the athomn q on the average relative
error of the calculations of the solutions of optiation problems (5), (6) and (7), (8) is
shown in Fig. 2. As it can be seen from the gragtthe dynamics of the relative error
of calculations, there is a decrease in the eff@atrulations with an increase in the
value ofq which is conditioned by a more significant infleenon the choice of node
for placing the database value of the pheromoned than the magnitude of “greed”
which, in the case of problems (5), (6) and (7),i¢&letermined by the choice of nodes
with the lowest “total costyij. Note that the graphs in Fig. 2 constructed fertalue
of parameter of the evaporation rate of pherompne$.7.

Fig. 3 allows us to estimate the influence of tlaeametemp on the error of the
calculations of the solutions of the optimizatiamlgems (5), (6) and (7), (8) for the
choice of valugy = 0.7. As you can see from the charts, we gdbdiseresults fop = 0.9.
However, it should be noted that by increasingodweametep the number of iterations
of the algorithm to achieve the required accuracyeases. Therefore, we can conclude
that for practical application, the results canobgained for the values of the parame-
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tersp = 0.7 andg = [0.6; 0.8] with sufficient accuracy. The valualsthe remaining
parameters describing the mathematical modelg§p}nd (7), (8) for computational
experiments, a total of one hundred variants, wetermined randomly.
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Fig. 2. Fig. 3.

Fig. 2. Dependence of the average relative errgalmfulations of solutions of optimization problems
(5), (6) and (7), (8) by the ant colony algorithmthe magnitude “greed” parametgr
of the algorithm.

Fig. 3. Dependence of the average relative caloulsterror of solutions for optimization problems
(5), (6) and (7), (8) by using the ant colony aitjon for the values of the evaporation rate
of pheromonegp parameter.

CONCLUSION

The paper presents the adapted ant colony methadrstruct solutions to the
tasks of optimal placement of replication databasesording to the results of nume-
rical experiments, a conclusion is made regardiegdomputational efficiency of the
application of this approximate method with thergase in the number of the distri-
buted information system nodes.
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