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The method of text document pertinence estimasgproposed. It is based on agent approach,
expected value of perfect information analysisrdrighical task network structure of a know-
ledge base and automated planning algorithms. WsdMaokov decision process approach
allows us to estimate expected utility of the stggtbuilt in the framework of agent knowledge
base with the aim to evaluate gain of expectedtytdaused by account of information
extracted from the text document. For this purpasegext document is considered as a mes-
sage with a two-part structure which should helpousupplement information contained in this
document by relevant context information from thewledge base.
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APXITEKTYPA CUCTEMMH OIIHIOBAHHSI IEPTUHEHTHOCTI,
IO BA3YETHCS HA HABYAHHI OHTOJIOI'Ti IJIAHYBAHHSA
Y BUBPAHIN IPEJMETHIN OBJIACTI

A.T. Jocun
Hauionansnmii yniBepcurer “JIbBiBchbKa moJstiTexnika”

3a1ponoHOBAHO METO/I OLIHIOBAHHS NMEPTUHEHTHOCTI TEKCTOBUX JOKYMEHTIB, KU Ga3yeThCs
Ha areHTHOMY MiJIXO0[i, aHaji3i 04iKyBaHOT BEIMYMHH JOCKOHAJO1 iHdopMmallii, CTpykTypi Oasu
3HaHb y (opMarti iepapxiuHol Mepexi 3a/iay Ta aNropuTMiB aBTOMaTUYHOTO IUIaHyBaHHs. Map-
KiBChbKa MO/IeJIb MPUIHATTS PillleHb a€ 3MOT'Y OOYHCIIIOBATH O4iKyBaHy KOPHCHICTh CTpaTerii,
noOynoBaHoi 3acobamu 6a3u 3HaHb areHTa, AJIA OLIHKH MPUPOCTY KOPUCHOCTI, 3yMOBJICHOTO
BpaxyBaHHsAM iH(OpMaLii, OTPUMaHOI 3 TEKCTOBOIO JOKyMEHTa. J[Jisi LIbOrO TEKCTOBHM JOKY-
MEHT PO3IVISIHYTO SIK TTOBITOMIICHHS 3 JBOXEJIEMEHTHOIO CTPYKTYPOIO, L0 JOIOMArae J0MoB-
HIOBaTH iH(OPMAIIio, SKa MICTUTBCS B IbOMY JIOKYMEHTI, BiAMOBITHOIO KOHTEKCTHOIO iHpOp-
Maniero 3 6a3u 3HaHb.

Ka1040Bi cioBa: oyinoganns nepmuneHmnocmi, HA8UANHA OHMON0RII, agmomamuyne niamy-
8aHH5, IEpAPXIUHA Mepedca 3a0at, O4iKY8aHa 6eIuyuHa 00CKOHAN0i iHgpopmayii.

Introduction. An effective information search in the early®2tentury has
become a decisive factor in the success of anynesssithat requires a competent
resolution. The creation and rapid developmenheflhternet has put on the agenda a
high pressing problem of finding information in thigtually infinite amount of data
available through the global computer network. Tau®ncept of relevant information
as information connected with a search query, ipamtiinformation as information that
meets the information needs of the user of thetinddion search system, as well as the
concept of a query as a compactly formulated topisearch appeared. According to
definition given by Claude Shannon, informatioraivalue reversed to the degree of
uncertainty (entropy) of the system. Now the cohagfpinformation received its
extended interpretation, close to the meaning efctincept of knowledge according to
which information as knowledge is considered witthie framework of the “agent—
environment” model and is characterized by theextthje utilitarian value. This means
that although any system with uncertainty objedyiw®ntains information, only a part
of it can be used to make a decision by some agmhtonly that pertinent part has
significant value for this agent.
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Modern information systems, which are intendeddearching the information,
are mainly based on using keywords and, in besscam the history of system-user
interactions, i.e. on feedback based on searchtsedteyword-based information
interest representation is too primitive to be é&ewugh. It needs multiple cycling
approach of search — select — keyword update €lse@herefore it is useless without
personal participation of a search service useradomation of this process makes the
problem of creation of more comprehensive modehfafrmation needs of a user of a
search service very important and actual.

Related work. Use of ontology for enhancing information searcts wadely stu-
died in the last years. A comprehensive reviewhefrecent works in a field of onto-
logy learning was published in [1]. All these wordke important contribution to the
general task of pertinence evaluation. For exaniplpaper [2] metadata and ontology
application for raising the quality of pertinenfarmation resources retrieval is consi-
dered. But only qualitative modelling is proposeihaut mentioning any planning
technigues that made numerical efficiency estimattieere of using information almost
impossible. Other work [3] includes both ontologyilding and planning process for
rescue operations in possible metro emergencysstate also in this case no one nu-
merical estimation of the efficiency of a plan aggtion is proposed.

In paper [4] a general framework of unconventi@rakrgency handling based on
ontology is presented. The relevant informatiomxfracted from the historical cases
and domain knowledge. The key advantage of thegsex approach consist in using
HTN (Hierarchical Task Network) structure of a damknowledge which is unavoi-
dable condition to estimate the task solving gaith @nnected expenses.

Other works are related to effectiveness of ontplogage for some specific
domain problems, for example, by using ontologesa intermediate layer while for-
ming queries to databases [5-7]. In such systermsries are formulated using
concepts and relations from ontology [6]. Aftertttizey are rewritten as SQL queries.
The effectiveness of the result is evaluated ugiaty known measures such as query
complexity. The query optimization methods redusmpglexity by using dependences
between concepts in ontology [7], such as semardix [5].

More relevant work, although not the newest onéhinfield of analytic know-
ledge based systems design was published by Erigdl&cet al [8]. In the paper a do-
main-independent, general purpose knowledge engiigeand planning framework is
described. Such framework, as expected, shouldosugpe construction of planning
domains and problems on a basis of OWL ontologigslanning process could be in-
tegrated with reasoning according to formalism egatiption logic. The authors have
developed a planner that can construct plans basedomains expressed in OWL,
giving a goal description. The planner is basedttan Stream Processing Planning
Language (SPPL) model, derived from PDDL. It canggate optimal plans according
to an additive quality metric, where each actioagsociated with a quality vector and
a cost of execution. A planner integrates DL reampwith planning by using a two-
phase planning approach where it performs DL réagoim an offine manner and
builds plans online without doing any reasoninge Tgtanner uses a subset of DL
called DLP (Description Logic Programs, which hasypomial time complexity and
can be evaluated using a set of logic rules.

Another more advanced approach to the problemeztion of a framework for
pertinence measurement consists in encapsulatiarptznner in an ontology structure
and estimation of the so called expected utilitagént plan (strategy) after each inser-
tion of new data to the ontology. In [9] it was sa@ered the agent planning task in
terms of OWL and the possibility of mutual conversHTN and OWL. On that basis
it is possible to build domain ontology structuseamn optimal plan (optimal strategy)
of an intellectual agent — owner of the ontology.
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Methods of formalization of actions and measures gierson can or should per-
form are investigated in the dissertation of Midh@arl Tschantz, “Formalizing and
Enforcing Purpose Restrictions”, published in 2G#t2Carnegie Mellon University
[10]. Such formalization is achieved by applying tmethodology of automatic plan-
ning, or more precisely, approach to the problemplafning based on POMDP model.

Significant contribution to the study of the infaxtion value was made by
R. L. Stratonovich [11, 12]. Speaking of the Ukiainresearchers, approaches to nu-
merical analysis of new knowledge were considerethé papers of Tatiana Bochuli
[13] and a number of other scholars. Russian rekess also studied the problem of
pertinence estimation [14, 15].

Formulation of the problem. How to measure the expected utility for an intelli
gent agent? This can be done within the framewbthetheory of automatic planning
— a section of the general theory of artificiakitigence, designed to build a model of
rational behavior of the agent in various, inclgdiumfavorable conditions — insuffi-
cient information, uncertainty or absence of thd goal, limited resources, etc. — in
their various combinations. Because of a varietthefintellectual agents nature there
is no universal model of their rational behaviot some of the model approximations
may be useful for practical application. These nresjude, for example, so called
“Partly Observable Markov Decision Process (POMDR)this model approach it is
proposed in a running state not to consider th&draand of the decision-maker, i.e.
the success or failure of all previous decisiors states in which the agent was. Only
possible future conditions, possible solutionshiese states and likely results of such
decisions are taken into consideration. In sucle ¢hs information about the states,
both running and future, possible actions in thates and predictive estimates of their
results should be stored and accumulated in some d6 knowledge of the agent in a
certain form (in a certain format). The choice lo¢ form (knowledge base architec-
ture) and the format for representing knowledgeuaistates and actions (decisions) is
a particular actual serious problem. Let us no#&t without having a knowledge base
that includes so elaborated optimal strategy ofabieh the agent cannot evaluate the
usefulness of new knowledge — the pertinence adva portion of information. Perti-
nence in contrast to relevance characterizes thfeilngess of the information provided
to the client by the information search service. &ty pertinent information is rele-
vant, and no all relevant information is pertinemthe client in view of the ultimate
goal of his information retrieval.

The purpose of this paper is to formulate the wafysonstructing tools for evalu-
ating the pertinence of information in a given gabjarea. Despite of many proposed
means and approaches on the market the task reorespnbred yet [16]. We have two
main causes for this: first of all, usefulnesseri@ are substituted by similarity (rele-
vance) and secondly — adequate model of user iaftom needs (also methods and
means for it fast creation) is still absent. Thus mentioned main task of pertinence
evaluation is divided at least onto two subtasks:

1) elaboration of numerical criteria of usefuln@sdity) of text document;

2) development of methods and means for modelingsef information needs.

Expected utility estimation. Depending on the field of application there exist
different ways to estimate an optimal strategy. €&xample, an agent in the field of
materials sciences (corrosion protection domaipnukhbe able to estimate the actions
and conditions for selecting the necessary actibtis easier to do with states in which
structures of metal are already presented. It irenddficult to estimate future states.
The meta-knowledge which remains in the ontologynafterials science is used for
estimation. Therefore, at first, we will considéretestimation of past states, then
actions, and finally, their combinations which léad new state.

ISSN 0474-8662Bix6ip i 06podka indopm. 2018 Bun. 46 (122) 63



Let V(St(i)) is evaluation of stat&(i) . State of aim “Goal” is defined by neces-
sity of some set of attribute§y to reach some values a{x, Goal), Ox 0O Xy, . Any
state S(i) is given by its set of attributeg, which are taking the valuexly, S(i)),

Oy 0Oy, .
To estimate the stat&t(i) set of attributes and the¥ values of statet(i) need

to be reflected into set of attributes and valuestateGoal. Obviously this reflection
uses a base of knowledge of software, namely, iaddit modulus of ontologyD

0
Semantic Web Rule Language (SWRLY Y, - X . Then the estimation of state
v(S(i)) is calculated

\/(St(i))=o|(St(i),Goa|)=XDzX o(z(w(y).2(i)).z(x.Goal)),

where ¢ is metric, the choice of which is depending on tyye of attributes of the
problem (quantitative, qualitative, mixed).

Effectiveness of actiora:,-'f is the meaning of function which depends on arsass
sment of the transition to a new stait(eS[(j)), the consumption of resourcgﬁ and
the gain f (Z;): U (a,'l‘) :G(St(j), gi'J‘, f(Z; )) , WwhereZz; is the meaning of a token in
the stateSt(j) . Then the task could be reduced to the task cduiyo programming:

i N-1 "

U= Zu(aﬂ-) - max,
i=0

r=r,

N1
Z g” <G.
L i=0

Estimated change of maximum expected utility (MEtHuld be used as a
measure of a new data inserted in a knowledge base.

Agent approach. An intellectual agent is an open information sgstby the
definition, therefore for analysis of its own deny@inent progress it compares internal
(i.e. exclusively controlled) and external resosrokgent interprets information about
possibility of transformation of external resourdet internal as knowledge. Most
effective transformation strategy is selected bgseguent MEU estimation for each
possible action execution (decision making).

Let expected utility function for actiofy be:

EU(A|E) = Y P(Result, (A) | Do(A),E ) (Result, (A))

whereResulty(A) — one ok possible results of an actién U(Resulty(A) — usefulness of
such result (state).

If a new knowledge appears, an agent re-estimhtestility function (UF) for
possible actions and compares it to previous valitegain (in dimension of resour-
ces) is proposed to be considered as a resultiagume of knowledge pertinence.

Our approach to knowledge representation in then fofr semantic network (con-
ceptual graph) starts with the assumption thatmosgible generalization appears in a
knowledge base as a separate concept. Therefemnié generalization has common
characteristics or methods they can be realizeahdgns of properties and event hand-
lers of corresponding summarizing concept. Suchl kingeneralization corresponds to
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a container of organized algorithms with a resgléixpected utility, evaluated in terms
of resources specific for the domain. Each inclusigglalgorithm recursively evaluates
its own part of common expected utility (Fig. 1).

Rational agent by the definition follows to its okmowledge base algorithms, set
of which could be interpret as its optimal strategpcording to MEU with aim to
achieve its purpose of functioning.

resource j
! * A
. KNOWLEDGE 1
: \ ALGORITHM
! Using Using :
! resource j, resource j, :
] |
v :

Fig. 1. Knowledge as a combination of algorithmsafegy).

If some text document describes new algorithm agghtican recognize it their
consideration could produce nonzero UF which wélldstimated as a difference bet-
ween gain of the strategy which is known for annaged gain of the new strategy.

Consideration of a text document as a messagaccording to declared agent
approach an agent receives natural language tdxT)(Mocument in the form of a
message. The message is formed by the agent asTwelktructure of the message is
focused on perception by other agent, therefor¢agm at least two parts (Fig. 2):
ascertaining part, by which the addressee estinedé®ancy of the message (1) and
defines its context (2), and constructive part teptially new knowledge in a recog-
nized context (3).

Agent-sender MESSAGE Agent-addressee
Knowledge Ascertaining | | Constructive Knowledge
base part part base
]
1. 2.] 3.| New knowledge

Context

Relevancy evaluation

Fig. 2. New knowledge evaluation in a message aiplurpose
of selective knowledge base completion.

Each algorithm or strategy existing in the knowlkedigse is represented there as a
separate concept with its own value of expectdidyuin the form of object property.
Agent activity consists in decision making to realstep-by-step, which provide MEU
behavior. If a message received is recognized mswaknowledge, new concept in
knowledge base is created and expected utilitgkert from that message or context
the same time. Not every algorithm in NLT messaggspsses an explicit value of UF.
Therefore an important part of the method of knalgke pertinence evaluation consist
in inference of message context and re-estimatidheoappropriate expected utility of
the message.

Recognized new knowledge consists of two parts:nsomwith prototype know-
ledge part and difference part which UF must béuet@d or described explicitly (Fig. 3):
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Agent Context New knowledge

Knowledge -

base Constructive Difference part Utility function
part of message difference
knowledge-1

Knowledge-2

kn()wledg_e-?I
LT ]

Common part

Fig. 3. Utility function evaluation for a new knasdge as a difference between utility function
of the prototype knowledge and utility functionigstted from the context of proposed
in a message new algorithm.

There is an algorithm of text message analysis Giateextracting and evaluating
new knowledge pertinence:

1. Each sentence of the text must be divided into sémaairs of recognized
words.

2. For significant kinds of semantic links pairs of nd® are consequently con-
nected into a conceptual graph of sentence argldanie for all text under analysis.

3. According to recognized words all vertices of thailtbconceptual graph
obtain its weight from intellectual agent ontology.

4. Obtained weighted conceptual graph is completeditsely related concepts
from ontology to form relevant context of the megsawhich is represented by such
graph.

5. Updated graph is reduced to special pattern subgagall enough to estimate
the expected utility of new algorithm. Such spegiattern sounds like: “Using A we
obtain the possibility B”, where A — is a new aligfom of decision making and B — is
an explicitly expressed value of needed resources.

Therefore the analysis of each message could bkcilypexpressed by such
consequence of procedures. When agent receivessagehe first of all estimates its
importance using this algorithm and then decidespdate own knowledge base by
information from the message.

Knowledge pertinence evaluation.All needed procedures for evaluating the
knowledge are contained in the analyzed messaglepknds on the message context
which is explicitly expressed in the agent ontologryd the optimal strategy for
reaching its goal. The evaluation method is basedhe Expected Value of Perfect
Information

EVPI = EV|PI - EMV,
where EMV is the probability weighted sum of possipayoffs per each alternative;
EMV =miaxz PjRj, 2 PjR;j —is the expected payoff for action EV|PI is the
i i

expected or average return if we priori have therfgrt” (i.e. new) information for the
besti choice:

EV| PI:Z p; (MmaxR; ).
j |

To estimate new EVPI knowledge we must have the BiMe for each solving
approach for each task from HTN of our ontology.obtain them all we have to create
and solve the appropriate POMDP task:

EMV; =U(S) =R(S) +VETA3XZ PS.AkS M G).
k k

The last equation describes the reward for takiregaiction that gives the highest
expected return. The additional information deaeeahe model uncertainty and the
expected common reward (utility) is not less thatmeut such information.
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If we use POMDP algorithms, such as value and padteration for particular
domain model, then we may evaluate the expectdity for both cases: with new
information and without it.

CONCLUSIONS

In this paper the methodological principles of restiion of information perti-
nence using expected value of perfect informatiendescribed, the basic concepts of
involving the automated planning methods are foatad, the features and advantages
of partly observable Markov decision process madeloutlined.

The main difficulty connected with this approachlization consists in the absen-
ce of effective tools and even technics of ontol@grning from the text. Moreover,
such technics depend on the possibility to dististya useful part of information
inside the text document to add it to the knowleldgge and its ontology. To solve this
problem the smart data integration approach isqeeg. This approach is based on the
selective goal driven ontology learning. The autmdalanning paradigm in a combi-
nation with a value of the perfect information ised for evaluating the knowledge
correspondence with the learning goal for the ddtggration domain.
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