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ANALYSIS OF INFORMATION SYSTEMS SECURITY ALGORITHMS BASED ON
CLUSTERING METHODS

Possible ways of application of clustering algorithms in the security of network and information systems area were
considered. Information systems network transparency support, hardware resources release development and clustering security
algorithms procedures were discussed. It was shown that cyber-defense systems are often slow down network service
performance so it’s necessary to develop algorithms which would not create extra overheads. Generally intrusion detection
model was analyzed as system which includes functional blocks of misuse intrusion detection and anomaly intrusion detection.
Most common and convenient similarity metric systems to use at modern network clustering algorithms were discussed. It was
analyzed how to use in the area of clustering algorithms development Minkowski Distance, City Block Distance and
Mahalanobis Distance metrics’. Hierarchal, partitional, density-based and grid-based algorithms of data clustering were
proposed and analyzed. It was shown that most effective hierarchal clustering algorithms are BIRCH, CURE and ROCK, most
effective partitional clustering algorithms are K-Means;, CLARA and CLARANS as version of CLARA, most effective density-
based clustering algorithms are DBSCAN, DBCLASD, GDBSCAN DENCLUE and OPTICS, while most effective grid-based
clustering algorithms are STING, CLIQUE, GRIDCLUS, Wave Cluster and OptiGrid. It was mentioned that main benefits of
hierarchical clustering methods are flexibility in adaptation of any metrics systems type of attribute and possibility to work with
undefined set of data which is very useful in order to work with nowadays scalable network services. It was shown that range of
application of clustering algorithms is based on amount of data to be analyzed and hardware resources of platform. An
algorithms based on each clustering method that is proved to be most effective was demonstrated. A mathematical model for
determining the efficiency of security strategy based on clustering algorithms was build and discussed.

Keywords: network security, information system, clustering method, hierarchal algorithm, partitional algorithm,
density-based algorithm, grid-based algorithm.

JEHUC OJIETOBUY 3YEB

HE3aBHCHMBIN KOHCYJIbTAHT, BEAYLIUH apXUTEKTOp ceTell u o0naunbix Beruncnenuid CILA, Konopazo,
APTEMMIA BACUJIBEBUY KPOITAYEB
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JIMUTPUIA HUKOJAEBUY MOCTOBIIIUKOB

PYKOBOJIUTEINB OT/eNa pelieHnii cucteMHoi nactaiuanuu Bell Integrator Poccusi, Mocksa

AHAJIN3 AJITOPUTMOB OBECIIEYHEHUSA BE3OITACHOCTU HH®OPMAIIMOHHBIX CUCTEM,
OCHOBAHHBIX HA METOJAX KJIACTEPU3ALIUA

Paccmompenvi 6o3mooichbie cnocodbl npumenenus aneopummos Kiacmepuzayuu 6 obracmu 6ezonacnocmu cemetl u
ungpopmayuonnvlx cucmem. Hzyuenvl npoyedypvl 0becneueHusi NpOPAYHOCMU  Cemesoeo mpaguka, 0c80060H#COeHUs
annapamuvix MowHOCmet u paspabomxu KiacmepusayuoHHuIX 3auumHelx areopummos. beiio noxaszano, umo cucmemol kubep-
3AWUMbL 3AUACIYI0 CHUICAION NPOU3B00UMENbHOCTb CEMEBbIX CepeUcos, NOIMOMY HeoOX00UMO paspabomams an20pummbl,
Komopuie Oy0ym OKa3vleamv MUHUMATbHOE GIUAHUE HA pAChpedeleHue annapamusix pecypcos. Paccmompena 6azoeas mooennw
06HapydIcenusi HeCaHKYUOHUPOBAHHO20 BHeOPEeHUsl KAK cucmemd, KOmopas exkuodaem 6 cebs (DYHKYUOHANbHbIE DJeMeHbl
onpeoenenus GHYmMpeHHell amaku U amaku npouzsedennou uszene. Mzyuenmvl Haubosee pacnpocmpanenmvle u y0oOHble
MempuiecKue cucmemsl onpeodenenus cxoocmeda 00beKmog, Komopbsie Mo2yn 0binb UCHONb30BAHbL 8 COBPEMEHHBIX ANCOPUMMAX
Kiacmepuzayuy  cemegvlx pecypcog. Illpoananuzuposano, Kaxk UCnoib3ogams 6 obaacmu  paspabomku  arcopummos
xaacmepuzayuu mempuxy Munkoeckozo, Iopoockux Keapmanose u Maxananobuca. Ilpeonoosicenvi u npoananusuposamsi
uepapxuueckue, paszoenaioujue, niOMHOCMHbIE U SPUO-AT2OPUMMbL Kiacmepuzayuu Oanuwix. beino noxasano, umo nauboiee
appexmusnbiMu  uepapxuveckumu  areopummamu  kracmepuzayuu  sensmomess BIRCH, CURE u ROCK, wnaubonee
appexmusnvivu pazodensrowumu areopummamu kiacmepusayuu seusiomes K-Means; CLARA u CLARANS xax eéepcusi CLARA,
Haubonee spghexmusnvimu niomHocmubiMu - arcopummamu  kiacmepusayuu sgusomess DBSCAN, DBCLASD, GDBSCAN
DENCLUE u OPTICS, 6 mo spema kak naubonee s¢pgexmushoimu epud-arcopummamu kracmepuszayuu seissiomes STING,
CLIQUE, GRIDCLUS, Wave Cluster u OptiGrid. Ommeyeno, umo OCHOBHbIMU NPeUMyuecmeam uepapxudeckux Memooos
Kiacmepuzayuy A6IAIOMCA 2UOKOCMb 6 a0anmayui, a Makice 803MOACHOCHb pabomul ¢ HeonpeoereHHbIM HADOPOM OAHHBIX,
YUMo OuYeHb BAJCHO ONsi pabomvbl C COBPEMEHHbIMU Macuimadupyemvimu cemesbimu cepgucamu. Ilpeonodcenst memoost
Kaacmepuzayuy 60abUUX HADOPO8 OAHHBIX, OMMEHeHO, YMmo 00IACMb NPUMEHEHUs AN2OPUMMO8 KIACMepu3ayuu 3asucum
Konuvecmsee aunanusupyemvlx 00beKmos u annapammvix pecypcos niamgopmvl. buina nocmpoena u npoananusuposana
mMamemamuyieckdas Mooeib OJisi OnpedeieHuss IPHeKmusHoCmU ROCMPOeHUs ANOPUMMOs odecnedenus Kubep-6e3onachocmu
Cemegulx cepeucos.

Kniouesvie cnosa: cemesas 6e3onachocmv, Memoo Kiacmepuzayuu, aicopumm Uepapxuieckou Kiacmepusayuu,
aneopumm YacmuyHou KIacmepusayuy, ai2opumm niomHOCMHOU KIACmepu3ayuu, aneopumm epuo-Kiacmepusayuu.
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Introduction. Clustering is an unsupervised summarization technique of gathering similar objects into
groups (clusters). The similarity among objects has to be determined through parameter called metrics. Information
systems’ (IS) developers use clustering methods to optimize hardware and software environment by components
sorting. Application of clustering algorithms for support of IS security includes following procedures [1-4]:

e IS network transparency support;
e IS hardware resources release;

e development of clustering security algorithms.

As it shown at Fig. 1 support of the network processes transparency (i.e. classification of all allowed
processes) helps to clarify IS security policies, sorting of hardware environment components optimizes IS
infrastructure allowing to release some resources for security platform and, finally, clustering methods could be
directly used in cyber-defense algorithms.

Generally intrusion detection system (IDS) model includes two functional blocks:

e misuse intrusion detection (MID);
e anomaly intrusion detection (AID).

CLUSTERING METHQODS |e

T

Q Network transparency | |§g|| Hardware environment O| New security algorithms

@ Security policies

« |@®)|| CYBER-DEFENCE |o

Fig. 1. Application of clustering algorithms for support of IS securit

Effective detection of MID-class treats is all to accurate security policies development while detection of
AID caused by global network activity is often a nontrivial task. Major part of cyber-treats could be detected by
active monitoring tools. Clustering algorithms are usually to be used at the stage of passive monitoring, specifically

during data mining process.
r @ Intrusion Detection System T

Misuse Intrusion Detection @ Anomaly Intrusion Detection

l

17 % Global network #BB|| Localinfrastructure
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» System calls controller ¢ Behavior analysis
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Fig. 2. Basic components of intrusion detection system

It should be noticed that development of indirect as well as direct methods of security system which is based
on clustering algorithms requires deep understanding of clustering methodology.
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1. Clustering methodology. As it was noticed clustering algorithm are based on metrics which determined

similarity among objects. Let’s analyze similarity among objects x;; and x il which could be characterized by d set

of parameters (L € [1; d]):

{xi! = (151---3‘5&) W

i = [le - 'xjd)

Similarity among Xx;; and X5 could be defined by distance value D, ; which is obtained by mathematical

equations of chosen metrics. In the area IT researchers usually adopt following metrics’ systems (Fig. 3):
e  Minkowski Distance;
e  Manhattan or City Block Distance;
e Mahalanobis Distance.

It should be mentioned that for Minkowski Distance equation researchers often set value #t = 2 which corresponds
to Euclidean Distance (Fig. 3).

As for clustering of categorical data similarity measure will be different. For two categorical data points X ;
and x it with [ attributes it will be calculated as follows:

D (x4, y:) = Eiey 602, v,): 2

4

where &(x;;, ¥;;) could be obtained as:

Lif x;= vy

0 if xg#y,y ©)

5[3‘5:!}’&:) = {

Of course there are more complicated similarity measures; however, explained metric systems are most
common and convenient ones to use at modern network clustering algorithms.
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Fig. 3. Determination of similarity among objects by the metrics systems

Another important stage of clustering algorithm design is selection of clustering method. There are five
groups of method to be used for clustering of network data [5-7]:
e hierarchical clustering;
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e  partitioning clustering;
e density-based clustering;
e grid-based clustering;
Selection of the method allows to determine type of data to be used in clusters, clusters shape, number of
clusters and maximal size of data set to be clustered.

2. Clustering algorithms. Hierarchical clustering is a method that implies building of tree-structure of
clusters where each cluster is represented as a node. This method is based on similarity measure (distance) and sort
nearby objects (or nearby clusters, group of clusters, etc.) into a group. Hierarchal clustering algorithms form two
major groups:

e  bottom up (divisive);
e top down (agglomerative).

Bottom up hierarchical clustering starts from the cluster of entire data set (called “root”) which should be divided
into partitions up to the minimal cluster (called “leaves”). Top down hierarchical clustering, in other hands, starts
from the elementary data elements (leaves). Set of these elements which should be formed into the clusters and the
groups of clusters until entire data set cluster (root) will be formed (Fig. 4).

HIERARCHICALCLUSTERING METHOD
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Fig. 4. Diagram of hierarchical clustering method

Main benefits of hierarchical clustering method are flexibility in adaptation of any metrics systems type of
attribute and possibility to work with undefined set of data which is typical for nowadays scalable network services.
In other hand, this method of clustering is very sensitive to noise and outliers, often incapable to correct
misclassification and has no clear termination criterion. Thus modern hierarchal clustering algorithms should be able
to cover mentioned disadvantages. Algorithms from this group that was proved to be most effective (Fig. 5) are:

¢ BIRCH (Balanced Iterative Reducing and Clustering Using Hierarchies);

e CURE (Clustering Using REpresentatives);
e ROCK (RObust Clustering using linKs)
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HIERARCHICALCLUSTERING ALGORITHMS
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Fig. 5. Diagram of hierarchical clustering algorithms

BIRCH is an unsupervised data mining algorithm used to large data-sets. Major benefit of BIRCH-algorithm
is incrementally and dynamically clustering of incoming data. It allows to get high quality of clustering and
hardware resources consuming due to time constraints. BIRCH makes clustering decisions without scanning the
whole data-set; it handles sparse area as outliers and removes them. The algorithm has a clustering feature tree
structure (CFT-structure) with leaves and intermediate nodes characterized by entries. The number of entries must
be constrained by parameters B (maximum number of intermediate node entries) and L (maximum number of leaf
node entries). Entry of intermediate node could be defined as

{ E; = [CF,Ch,]
CF; € (N,LS,55)

where CF. is cluster data-points a summary information, CF, is a pointer to {*® child node, N is the number of

“

data-points in a cluster, L5 is the linear sum of the N data-points in a cluster and 55 is the square sum of the N
data-points in a cluster. Obviously entry of leaf node can be defined in a similar way:
E; =[CF,T]
{T €L T 0]’

Pt max

(6))

where T is number of the leaves (inversely proportional quantity to height of the tree).

Algorithm CURE is very stable to outliers while it works with arbitrary-shape (e.g. non-convex) clusters. It’s
build to work with large data-sets with random sampling and partitioning procedures. First samples of data-sets in
CURE-algorithm are to be chosen randomly and have to be partitioned to K equal partitions. To simplify the
procedures first partitions could be clustered by BIRCH-algorithms. The algorithm ends with assigning label to each
data points corresponding to distance from representatives. Thus, CURE-algorithm includes two data structures:

e kd-tree for representatives storing;
e heap-tree clusters for data structure storing.
The time complexity of the algorithms depends both on the number of sampling data and the number of partitions.

ROCK is an agglomerative hierarchical clustering algorithm that clusters data points similar to CURE-
algorithm; however ROCK uses links instead of distance measure. ROCK also handles outliers and proved to be
highly effective with very large data sets processing.
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There are two similarities metrics to be used in ROCK to enable accurate merging and clustering of data
points.

e sim [T’EE, T }-] as similarity measure to consider neighbors of a point;

o link (ﬂ'i’ﬁ J,-) to define the number of common neighbors between 7; and ;.

sim (_?I ol }-) could be defined as follow:

. et
sim(Ty, To) = 2 5m

sim(T,T,) =6 (6)
0=6<1

where |T1| and |T2 | are numbers of items in the transactions Ti and Tg; g is user-specified parameter based on
closeness which shows if there are any similarity between transactions (8 = 0 if any pair of transactions can be

neighbors and & = 1 if only identical transactions can be considered as neighbors). The number of links between
points indicates the probability whether data points are presented in a same cluster.

Partitioning clustering method includes partitioning data-set into k groups with #t objects. Objective function
of this method is minimizing square error function which is not effective for large data-sets due to high complexity
of computation. Partitioning algorithms that are most widely used in IS are follows:

e K-Means;
e CLARA(Clustering LARge Applications);
e CLARANS(Clustering Large Applications based upon Randomized Search).

K-Means algorithm divides data objects into k partitions in order to assign objects to the nearest cluster

centers. Value of K, cluster initialization and metric could be defined by researcher. K-means main goal is
minimizing the within-cluster sum of square. It should be classified as a greedy algorithm with time complexity
O(N,T, k) where N is the number of objects and T is the number of algorithm iterations. K-means algorithm is

scalable and could be used for clustering of large data-sets, but numbers of clusters in this case are needed to be
defined. Practical issues also demonstrate K-means limitations at processing of outliers. CLARA algorithm could be
considered as next level of PAM-algorithm (Partitioning Around Medoid) designed to solve problem of work with

large data-sets. It has same as PAM time complexity of O(k(n— k]zj. CLARANS is an advanced version of

CLARA as for efficiency and scalability.

In Density-based algorithms, clusters are created based on highly dens areas over the remainder areas and the
sparse area are classified as noise or border area. In this way, they can deal with outliers and non-convex shape
clusters. Some of the mostly used density-based algorithms for large data-sets are follows:

e DBSCAN (Density-Based Spatial Clustering of Applications with Noise);

e DBCLASD (Distribution Based Clustering of Large Spatial Databases);

e GDBSCAN (Generalized Density Based Spatial Clustering of Applications with
Noise);

e DENCLUE (DENsity-based CLUstEring);

e OPTICS (Ordering Points To Identify the Clustering Structure).

DBSCAN algorithm clusters data-set in order reachability parameter. Data point directly density-reachable
from another point if this is not far away than a given by user distance, so minimum number of points would be
critical factors to generate a cluster. DBCLASD uses a uniform distribution of data points in a cluster. In this case
nearest neighbor distance is a key parameter of cluster forming. This algorithm does not require loading the whole
data-set while building a cluster so it’s practical to use in network services. GDBSCAN is an improved version of
DBSCAN. This algorithm changes the definition of neighborhood by binary predicate which is symmetric and

reflexive, so GDBSCAN can define a neighborhood like intersect predicate. DENCLUE is based on h influence

function. Sum of influence functions are calculated to obtain local maxima of the overall density function for
defining of clusters, so algorithm is stable against noise and outliers. OPTICS is an algorithm for finding density-
based clusters similar to DBSCAN. OPTICS-algorithm was designed to DBSCAN’s main problem of detection of
meaningful clusters in variable density data-set.

Grid-based clustering method is based on generation of finite number of cells by dividing data space and
forming of grid structure. Major benefit of this algorithms is high velocity since they are dependent not on the
number of data objects but on the number of cells. Basic grid-based clustering includes construction of grid structure
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of non-overlapping cells, computing cells’ density, sorting of the cells by the density value and identifying cluster
centers. Mostly effective grid-based algorithms are follows:

e STING (Statistical Information Grid-based clustering);

e CLIQUE (Clustering in QUEst);

e GRIDCLUS;

e  Wave Cluster;

e  OptiGrid.

STING-algorithm clusters data-set into rectangular cells and forms hierarchical tree. It summaries data and
store statistical information in each cell. Time complexity relies on number of grid cells at the lowest level.
WAVECLUSTER transforms data-set into a frequency domain to find a dense area in it, so clusters with different
resolutions and scales could be obtained. The computational complexity of WAVECLUSTER depends on number
of objects in the data-set. GRIDCLUS neighbor search algorithm includes insertion of points into the grid structure,
computing of density indices, sorting the blocks up to their density, identification of cluster centers, and traversal of
neighbor clusters. OptiGrid algorithm is applied for high dimensional data-sets. It divides the whole data-set
recursively into different subsets to find optimal grid partitioning. CLIQUE identifies subsets of a high dimensional
data-set to achieve better clustering than original set. To find dense regions in a subset, each dimension is divided
into equal intervals and area of high density should be found when the number of data points in this area exceeds
threshold value defined by user.

3. Cyber-defense of information system based on clustering algorithms. To construct the model of IS
cyber-defense platform; let’s consider P as a set that includes all possible variants of the program code that can

work in IS, & € C is the code to be analyzed, and ¥ € C is a malware code. The definition of the cyber-attack can

be defined as follows:

f('ﬂ'z) = f(cej, ()

where f[iﬂij ta f (cij are functions of program code behavior defined by security policies, active monitoring and
data mining (Fig. 6).

{888} CLUSTERING METHODS |---

Security algorithms

|ﬁﬁ Resources release @ Security policies C)

|

l -—-- @ CYBER-DEFENCE PLATFORM -
: T
* Security algorithms development
T <>||| Program code 4—@—@ Malware
i |."%]| System update and scaling |> Efficiency audit
|| Acceptance EZZI > 0 Block

Fig. 6. Model of information system cyber-defense platform based on clustering algorithms

To define time interval At =Ty — T, cyber-attack probability we should use integral function

T [1:1, C;r Qs t,s} which will define behavior of virus code 17 at IS 5 under constraints of additional factors &t:
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T
J;; flv.ats)dt

T(v,c,et,s)=log ®)

T .
J“T;' c{*pf,a,t,s] dat

Thus, equation

T(v,c,ets) =0 9

could serve as an effective criterion of cyber-attack during At interval.

Proposed mathematical model provides the methodology for development of cyber-defense platform based
on clustering algorithms.

Conclusions. There were considered methodology of application of clustering methods in the algorithms of
cyber-security of network infrastructure and information systems. It was shown that cyber-defense methods should
not significantly slow down network service performance and it’s necessary to develop algorithms which do not
create extra overheads. Hierarchal, partitional, density-based and grid-based algorithms of data clustering were
proposed and analyzed. It was shown that range of application of clustering algorithms is based on amount of data to
be analyzed and hardware resources of platform. A mathematical model for determining the efficiency of security
strategy based on clustering methods was build and discussed.
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