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Automatic control of the duration of induction welding  

With constant generator of high frequency working mode affect the temperature of the land induction 
welding surface by changing the speed of moving parts in the field of the inductor. This allows you to increase or 
decrease capacity enerhovnesku zone heating; provides a more even distribution of temperature on the surface of 
the part; Extra or reheat if the output of the inductor temperature treated area is insufficient for high quality 
welding. 

Given the fact that the accuracy of heat is essential to ensure high product quality and reduce energy 
consumption and lack of need to develop an automated control system ASC induction welding installation work 
that will ensure strict observance of the heating temperature and the minimum required length of welding. 
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Optimal control of linear dynamic distributed systems 
under uncertainty 
 

The article considers the problems of synthesis of optimal control systems that operate in conditions of 
an uncertain information and are described by generalized equations in partial derivatives of parabolic type. 
Control has the form of feedback from the observed measurements for the implementation of which it is 
necessary to solve integral-differential equation of Riccati. Separately built distributed and concentrated limiting 
regulators and are recursive algorithm for determining the optimal control regarding changes in the number of 
observations. There is an algorithm designed for determining the required number of point regulators and their 
optimal location on the border of the field in which the quality criterion does not exceed a specified threshold.  
minimax control, point boundary regulators, Sobolewski spaces, inequality of Rayleigh, bilinear form 
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Introduction. To ensure high quality of systems of regulation, it is necessary to use 
more precise mathematical models of control objects that take into account not only the time 
but also the spatial coordinates namely systems with distributed parameters. It is necessary to 
consider the problem of constructing regulators for the class of systems with distributed 
parameters of parabolic type, to find a constructive solution to the problem of minimax 
synthesis boundary distributed and point control, also to find algorithm to determine the 
number and the optimal location of point regulators. 

Statement of the problem and analysis of recent researches. Tasks of minimax 
control for systems with lumped parameters are operating under conditions of uncertainty 
considered in [1, 2]. Using the methods of perturbation theory in [3, 4] we receive the solution 
of these problems for systems with distributed parameters with more general functions of 
value. There is conducted further development of the theory of minimax controlling with 
regard to systems with distributed parameters described by generalized equations of parabolic 
type and based on the ideas expressed in [5, 6].  
Consequently, the purpose of research is a synthesis of minimax boundary distributed and 
point regulators of the observed variables, determining number and optimal location of point 
regulators. 

The main material research. To formulate correct mathematical formulation of the 
problem, we enter the following notation: Q  Rn - limited open area with piecewise smooth 
boundary ; QT ={( , t): x  Q, 0 < t < T}, ST = {(x, t): x  , 0 < t < T},  T ; (•,•)((•,•)  ) – 
scalar multiplication in Hilbert space L2(Q) (L2(r)); (•,•) - Euclidean scalar multiplication; " T 
" – operation of transposing; " * " – conjugation  operation of operators; Hk(Q), Hk'k(QT) – 
Sobolewski spaces [7]; 

2
2 1 2( , ) :  , ,..., ,  || ( ) || N

TN
N R

V

L V R f f f f f f x dx ;r/ ,L V H  – space of 

continuous linear operators acting on a Hilbert space V in the Hilbert space H;   
A(t) – elliptic operator of the second order of the form: 

, 0
, 1

( ) ( , ) ( , )
n

i j
i j i j

A t a x t a x t
x x

,                                    (1)  
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where 0( , )a x t , , ( , )i ja x t  – functions that are defined in the cylinder and satisfy the 
following conditions:  0 ( )Ta C Q , 1

, ( )i j Ta C Q , 0 0a  almost everywhere in TQ , 

2
,

, 1 1
( , )

n n

i j i j i
i j i

a x t , 0 1
i R  almost everywhere in TQ ;  

A  – corresponding to operator ( )A t  of conormal derivative operator 

,
, 1

( , ) cos( , )
n

i j i
i jA j

a x t n x
x

, where cos( , )in x  – i  – directional cosine of outer normal n  

to the border  of the area . 
Let the state of the system described by the function ( , )x t , which satisfies the 

equation  

0 0

( ), ( ) ( ) ( ; ( ), ( )) ( , (0))
T T

t W t t dt b t u t t dt m f   ( ) Tt ,              (2) 

where ( ) ( )W t t A t ; ( , (0))m f , ( ; ( ), ( ))b t u t t  – continuous bilinear forms;  

T  – space of "test" functions ( )t  by the type of  
2,1:  ( ),  0;  ( , ) 0,  

T
T T S

H Q x T x ; u U  – management functions 

( 2 ( )TU L S  – for distributed control limit; 2 ( ; )N
TU L S R  – for management concentrated; 

2 ( )f L – unknown functions which belong area  

2:  ( ),  ( , ) 1fS f f L h f f ,                                         (3) 
where ( , )h f f  - symmetric positively defined quadratic form. 
Note that by made assumptions for each management u U  solution of equation (2)  

exists and it is only in space 2( )TL Q  [8]. 
Suppose that at some realization external disturbances  ff S  occur following 

dimensions of the system (2)  
( ) ( ; ( )) ( ), ( )i i iz t l t t l t t ,  2( ) (0, )iz t L T ,  1,2,...,i k ,                   (4) 

where 2( ) ( )i Tl t L Q , 1,2,...,i k  – linearly independent functions. 
The task is to find control ( )u t  in a linear feedback from the observed signals 

1 2( ) ( ), ( ),..., ( ) T
kz t z t z t z t  i.e. in the form   

( ) ( ) ( )u t R t z t ,    2( ) (0, ; ),kR t L L T R U ,                                (5) 

which minimizes the following functional in the equation solution (2)   

0

( ) sup ( ( ), ( )) ( ; ( ), ( )) ( ; ( ), ( ))
f

T

f S
I u q T T p t t t d t u t u t dt .              (6) 

There are presented the following notation as ( ( ), ( ))q T T , ( ; ( ), ( ))p t t t  – 
symmetrical integrally defined quadratic forms, ( ; ( ), ( ))d t u t u t  – symmetric positively defined 
quadratic form. Formulated problem will be called optimization task of minimax 
management, and function ( )u t U  that delivers infimum of functional (6) – minimax 
optimal control.  Denote by , ( ), , , ( ), ( )M B t H Q P t D t  operators, generated by bilinear and 
quadratic forms ( , )m f , ( ; ( ), ( ))b t u t t , ( , )h f f , ( ( ), ( ))q T T , ( ; ( ), ( ))p t t t , 
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( ; ( ), ( ))d t u t u t  accordingly. The main results of this work represented as the following 
theorem 

 
Theorem 1. 

) Solution of minimax control problem (2), (5), (6) and minimax optimal 
management, that satisfy the necessary conditions of optimality is determined by the 
correlation (5) ,where operator of feedback ( )R t  satisfies the equation:  

0

( ; ( ) ( ) ( ), ( ) ( ) ( )) ( ; ( ) ( ) ( ), ( ) ( )) 0
T

d t R t L t t t L t t b t t L t t K t t dt        (7) 

2 ( ) ( ; ),k
Tt L L Q R U , 

where 2 2( ) ( ), ( , )k
T TL t L L Q L Q R

 
– operator of type ( ) ( ),L t l t , which 

operates by the rule ( ) ( ) ( ), ( ) ( ), ( )L t t l t t l t t ;  
( )t  – the solution of equation. 

max
0 0

( ), ( ) ( ) ( ; ( ) ( ) ( ), ( )) ( ( ), (0))
T T

t W t t dt b t R t L t t t dt m l V    ( ) Tt , (8) 

max 2( ) ( )l V L  – own function that corresponds to the maximum eigenvalues 

max ( )V  of operator 1 (0)V H M K M ; ( )K t  – self-adjoint positively defined operator that 
satisfies the equation: 

0 0 0

( ) ( ), ( ) ( ) ( ) ( ), ( ) ( ) ( ; ( ) ( ) ( ), ( ) ( ))
T T T

K t t W t t dt K t t W t t dt b t R t L t t K t t dt

 

0 0

( ; ( ) ( ) ( ), ( ) ( )) ( ; ( ) ( ) ( ), ( ) ( ) ( ))
T T

b t R t L t t K t t dt d t R t L t t R t L t t dt  

0
0

( ; ( ), ( )) ( ( ), ( ))        ( ), ( )
T

p t t t dt q T T t t ,                             (9) 

where 2,1
0 : ( ),  0,  ( ,0) 0,  

T
T S

H Q x x  . 

For all that the value of the functional on the optimal management can be represented 
in the type: 

1
max max( ) ( ) ( (0) )I u V H M K M .                                  (10) 

 
B) One of solving of the optimization problem (2), (5), (6), that satisfies the necessary 

conditions for optimality is determined by the correlation: 

0 0( ) ( ) ( )u t R t z t ,     
11

0 ( ) ( ) ( ) ( ) ( ) ( ), ( )T TR t D t B t K t l t l t l t ,              (11) 

where 1 2( ) ( ), ( ),..., ( ) T
kl t l t l t l t , 

, 1
( ), ( ) ( ), ( )

kT
i j i j

l t l t l t l t – matrix of 

Gramm [8]; 
( )K t  – the solution of the following equation: 
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0 0

( ) ( ), ( ) ( ) ( ) ( ), ( ) ( ) ( ( ), ( ))
T T

K t t W t t dt K t t W t t dt q T T  

1

0 0

( ) ( ) ( ) ( ) ( ), ( ) ( ) ( ; , )
T T

B t D t B t K t t K t t dt p t dt   0 ( ), ( )t t .  (12) 

The value of criterion on minimax management also is defined by the formula (10), 
where ( )K t  in this case – is the solution of the equation (12). The proof of the theorem is not 
given here. We only note that it is based on the ideas of work and involves the use of 
Rayleigh roughness and methods of perturbation theory [10]. 

Note 1. If disturbances affect the system is not only at the initial time, but also at affect 
the all-time of regulation, then the problem discussed above (which was considered above) 
has no solution.  

Note 2. Suppose that bilinear forms ( ; , )b t u  and ( ; , )d t u u  has a type  

           
 

where ( , , )B x y t , 2 2 2( , , ) (0, ; ( ) ( ))D x y t L T L L  moreover ( , , )D x y t  – symmetric 
positively defined function;  

( )D t – symmetrical positively defined matrix which elements belong to the space 

2 (0, )L T ;  

2( , ) ( )i Tb x t L S ; 1 2( ) ( ), ( ),..., ( ) T
Nu t u t u t u t , 2( ) (0, )iu t L T . 

Then, using formally second Green's formula, the equation (2) can be interpreted as 
the boundary value problem of Dirichlet with the boundary control 
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Note 3.  If bilinear forms ( ; , )b t u  and ( ; , )d t u u satisfy correlation (13), (14), so the 
core ( , , )K x y t  of an operator ( )K t  which is the solution of equation (12), formally satisfy the 
following integral-differential equation of Riccati type 

( , , ) ( ) ( , , ) ( ) ( , , )x y
K x y t A t K x y t A t K x y t

t
 

( , , ) ( , , )( , , ) ( , , )
A A

K x t K y tG t d d P x y t                           (17) 

with initial and boundary conditions of the type 
( , , ) ( , ),        ( , ) ;

( , , ) 0,        ( , , ) (0, );

( , , ) 0,        ( , , ) (0, ),

x y

x y

x y

K x y T Q x y x y

K x y t x y t T

K x y t x y t T

 

where  

 
( , )Q x y , ( , , )P x y t , 1( , , )D x y t  – cores of operators Q , ( )P t  and 1( )D t  accordingly;  

1 2( , ) ( , ), ( , ),..., ( , ) T
NB x t b x t b x t b x t ;  

indices operators ( )A t , A  indicate at which variable these operators act. 
Denote by ( )ku t  optimal minimax control (11), obtained at k measurements (4) and 

consider the problem of construction recurrent algorithm of definition optimal control of 
initial optimization problem relatively the change in the number of observations k. Solution of 
this problem is given by the following theorem. 

Theorem 2. The optimal minimax management ( )ku t  is determined by the following 
recurrent procedure 
 

1 1 1
1 1

0

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ; ( ) ( )) ,

( ) 0,         1,2,...,

k k k
k k k k ku t u t h t F t V t l t z t l t F t u t

u t k
            (19) 

 
where 1( ) ( ) ( ) ( )F t D t B t K t ,  1 1( ) ( ), ( ) ( )k k k kh t l t V t l t /; 
 “ ” – an operation of pseudoinversion operators [10]; 

2 2( ) ( ), ( )k T TV t L L Q L Q  – selfadjoint operator that satisfy the following recurrent 
equation  

 
1

1 1 1 1

0

( ) ( ) ( ) ( ) ( ) ( ) ( ), ,
( ) ,

k k k k k k kV t V t h t V t l t V t l t
V t E

                           (20) 

 
where E  – the identity operator. 
The proof of the theorem is carried out by using formulas of inversion block matrix 

operators [7,10]. 
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Note 4. If ( )il t , 1,2,...,i k  – linearly independent orthonormal in the space 2( )L  
system of functions, namely ( ), ( )i i ijl t l j , where ij – Kronecker symbol, then the 
optimal control satisfies the following recursive equation 

 
1

0

( ) ( ) ( ) ( ) ( ),         1,2,3,...,

( ) 0.

k k
k ku t u t F t l t z t k

u t
                         (21) 

 
Whereas the effectiveness of management is determined by the quality criterion for 

this control, then it is considered in more detail the value of the functional (6) on optimal 
control (11). According to Theorem 1 it is determined by the following expression 

 
1

0 max( ) ( (0) )I u H M K M ,                                           (22) 
 

where the operator ( )K t  satisfy the equation (12).   
It is obviously, that to calculate 0( )I u  in general is quite difficult as for this purpose 

we must solve two difficult problems. The first problem is solving Ricatti equation and the 
second is determination of the maximum eigenvalue of infinite measurable operator. 
Therefore, let us stop on some partial cases where the value is calculated rather simply.  

1.Consider the case of a distributed control limit, namely a case when bilinear form 
( ; ( ), ( ))b t u t t  is given by the formula (13) on condition 2 ( )TU L S , in which 
( , , ) ( ) ( )B x y t b x x y , where ( )x y  –  Dirac delta function. Bilinear and quadratic 

forms ( , )m f , ( , )h f f , ( ( ), ( ))q T T , ( ; , )p t , ( ; , )d t u u  define by the following way 
 
( , ) ( ) ( ) ( )m f m x f x x dx ,  2( , ) ( ) ( )h f f h x f x dx ,  2( ; , ) ( ) ( , )d t d x u x t dx , 

2( ( ), ( )) ( ) ( , )q T T q x x T dx ,    2( ; , ) ( ) ( , )p t p x x t dx , 

 
where ( ) 0q x , ( ) 0p x , ( ) 0h x , ( ) 0d x . 
Then in the assumption that ( )A t  – self-adjoint independent of time t  operator, 

namely ( )A t A A  can be shown that the value of the functional is equal to 
2

0 1
( ) max i

ii
i

mI u k
h

, where  

1 th( )
( ) th( )

i i i i
i i i i

i i i i i

p Tk
p T

,   2
i i i iq , 

2

( )
( )

( )
( )
( )

i

i
i

i

i

m m x
h h x

x dx
q q x
p p x

,     
2

2 ( ) ( )
( )

x

i
i

A

b x x dx
d x

. 

In the last formulas marked:  
th( )  –  hyperbolic tangent;  
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i  and 2( ) ( )i x L  – eigenvalues and corresponding orthonormal in the space 

2 ( )L  the eigenfunctions of operator that satisfy the equation  
 

           
2 1

0, ,         ( ) ( ),
( ) 0,  ;        .
i i i

i i

A H H
x x i

                           (23) 

 

2. Now let bilinear form ( ; ( ), ( ))b t u t t  is determined by the ratio (13), in which the 
set of admissible controls 2 ( ; )N

TU L S R , namely lets consider a case of limit focused 
controls. Relatively quadratic forms ( ( ), ( ))q T T , ( ; ( ), ( ))p t t t , ( ; ( ), ( ))d t u t u t  suppose 
that 

2( ( ), ( )) , ( )q T T q T ,    ( ; ( ), ( )) 0p t t t ,    2

1
( ; ( ), ( )) ( ) ( )

N

i i
i

d t u t u t d t u t , 

where 2 ( )q L ; 2( ) (0, )id t L T , ( ) 0id t . 
Then, using the results of the work [6,9], it can be shown that the functional value (22) equal 
to 

1 1
0 max( ) (0) (0) (0), (0) (0), (0)I u H M r M r H M r M r ,        (24) 

where 
1

( ) 1 ( )
T

t

t d , 
2

1

1 ( )( ) ( ),
( )

N

i
i i A

r tt b t
d t

,  ( )

1
( ) ,i T t

i i
i

r t e q ,   (25) 

i  and i  – eigenvalues and the corresponding eigenfunctions of the operator A  that 
satisfy the equation (23). 

Consider now the point boundary control 2( ) ( ; )N
Tu t U L S R . For this in (13) put 

( , ) ( )i ib x t x x , ix , 1,2,...,i N . Then the equation (2) describes the system with 
point boundary controls. We note that this range of functions ( , )ib x t  allowed under certain 

restrictions on the dimension of space nR  and on condition a higher smoothness of 
"test" functions ( )t in (2). In particular it is possible if you put 3n and  require that 
functions ( )t  belong not to the space 2,1( )TH Q  , as it was supposed above, but belong to 
more sleek space of functions 4,1( )TH Q . 

We introduce the following definition 
 

2

2 2
1 2

( ; ) 10

( , ,..., ) inf sup , ( ) ( ) ( )
N

T f

T N

N N i i
u L S R f S i

J x x x q T d t u t dt                (26) 

 
and consider the problem of determining a such number of regulators N in the form of 
feedback (5) and of their optimum location 0 0 0

1 2, ,..., Nx x x , 0
ix  at which the condition is 

executed 
0 0 0
1 2 1 2, 1,2,...,

( , ,..., ) inf ( , ,..., )
i

N N N Nx i N
J x x x J x x x ,                         (27) 

 
where 0 – some pre-set threshold value. 
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Using Theorem 1 and the ratio (24), (25), there can prove fairness of the following theorem. 
Theorem 3. The number of regulators by which the inequality is done satisfies 

condition 0N N , where  

0 1N ,                                                       (28) 

 

1 (0), (0)H M r M r ,    
2

0

( , )sup
x

T

x A

r x t dt ,    
1

(0, )
min max ( )ii t T

d t ,    (29) 

[ ]  – an entire part of number. All regulators should be concentrated at one point 

which is defined as follows                   
2

0
0

( , )argsup
x

T

x A

r x tx dt .                                     (30) 

 

Note 5. The last theorem can be formulated also the following way. In order to get 
performed inequality (27)  it is need only one point regulator at the point (30) of total 

intensity 
1

( )
N

i
i

u t , 0N N , where  

( ) ( ) ( )i iu t R t z t ,     

0

1( ) ( , )( ) ( , ) ( , ) ( ), ( )
( )

x

T T
i

i A x x

t r x tR t r y t l y t dy l t l t
d t

 
 

functions ( )t , ( , )r x t  determined by formulas (25), ( )z t – observations type of (4), and 0N  
satisfying ratio (28). 

Note 6. If ( ) 0id t d const , 1,2,3,...i , then 0N – minimal number of regulators 
that satisfy inequalities (27). 

Conclusions.  The solution of several problems of synthesis of optimal control of 
distributed systems of parabolic type, which operate under conditions of uncertainty, is 
proposed. In addition, the solution of the problem of optimal location of the point limiting 
regulators and determination of their number is given. 
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